




























PREFACE TO THE SECOND EDITION

Amazing progress has been made in insect molecular genetics since the first edition appeared
in 1994. Transformation of insects other than Drosophila melanogaster has become an
almost routine project. The Drosophila Genome Project was completed in 1999 and pro-
duced many surprises and promises a fruitful future for mining genes and developing an
understanding of genome structure, function, and evolution. The mining of this treasure
trove of data will require some years of work, but the possibility exists that we ultimately
will be able to understand how this insect develops. Insect biology will become synthetic
again with the use of genomics, transcriptomics, and proteomics approaches. The com-
plete sequencing of other complex eukaryotic genomes, including those of Caenorhabditis
elegans and Homo sapiens, opened additional doors to compare genome organization,
evolution, and gene function.

Molecular methods and technology have changed rapidly in the past few years, with a
plethora of new kits available for extracting and purifying DNA and RNA, for cloning,
sequencing, and amplifying DNA and RNA by the polymerase chain reaction (PCR).
Gene chip or microarray methods offer new tools for learning about gene function. All the
improvements in these molecular toolkits make molecular methods ever more accessible
to the entomological community.

The same basic organization with three major sections has been maintained in this edition,
but the chapters have been updated with recent references. References were included that
provide an entry into the recent literature; where possible, review articles are cited. I regret
that I could not include references to all the new molecular studies on insects; there are just
too many! That alone signals that molecular entomology is maturing.

This book is dedicated to entomologists just beginning their research careers; I hope this
book helps you to start exciting and productive projects that employ these valuable molecular
tools. For those of you with no background in molecular genetics, the book should be read
from start to finish. Key concepts are highlighted in the “Overview” and reading it both
prior to and after reading each chapter may be helpful. The diagrams, especially those
illustrating molecular methods, should be evaluated while reading the text. In many cases,
the concepts involved are most readily obtained if the text and diagrams are read together.

Finally, I thank all the people who so kindly provided feedback on the first edition
and those who made thoughtful suggestions on earlier drafts of this one, including Anna
Malacrida, David Haymer, A. Jeyaprakash, Lucy Skelley, Juan Alvarez, Jim Hoy, and
Alison Walker. I sincerely thank those who kindly provided illustrations and Pam Howell,
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Mike Sanford, and Pat Hope for their assistance in getting this manuscript and its illustrations
completed. This is Florida Agricultural Experiment Station Journal Series R-08721.

Marjorie A. Hoy
Department of Entomology and Nematology

University of Florida, Gainesville



PREFACE TO THE FIRST EDITION

The development of recombinant DNA techniques during the past 20 years has resulted in
exciting advances in the detailed study of specific genes at the molecular level as well as
breakthroughs in molecular, cellular, and developmental biology. Of the molecular genet-
ics studies conducted on insects, most have been directed to Drosophila melanogaster.
Relatively few data have been generated by molecular biological methods from analyses
of other insects. Yet, the application of molecular genetics to insects other than Drosophila
has the potential to revolutionize insect population and organismal biology.

Why have molecular genetic techniques been used so little by entomologists? There may
be a number of reasons. Recombinant DNAtechniques are most readily carried out by people
trained in biochemistry and relatively few entomologists are so trained. The techniques have
been, until recently, relatively complex and difficult, so that strong technical skills were
required. Also, most entomologists have been slow to ask whether these techniques were
appropriate for studies of population or organismal biology because much of the published
literature has focused on fundamental issues of Drosophila gene structure, regulation, and
function, developmental regulation, and evolution.

Goals

My goal is to introduce entomologists to the concepts of molecular genetics without assum-
ing that they have received previous training in molecular biology. This book is not intended
to substitute for formal training in biochemistry or molecular genetics. If novice readers
wish to develop molecular genetics skills, they must obtain additional training in genetics
and biochemistry. However, the book will provide an introduction to terminology, as well
as an overview of principles, techniques, and possible applications of molecular genetics
to problems of interest to entomologists.

In preference to using examples from the Drosophila literature, I have used examples
in which other arthropods have been studied. However, without doubt, Drosophila is the
premier model for insect molecular genetics study. One fond hope is that this book will be
a bridge for entomologists seeking to apply the exciting methods developed for Drosophila
and that it will introduce Drosophila workers to some of the problems and issues of interest
to entomologists seeking to solve applied problems. Perhaps this book will help to break
down the barriers between entomologists and Drosophila workers isolated from each other
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by perspective and technical jargon. If this book helps to achieve these goals, it will have
served its purpose.

Organization

The book was designed for a one-semester course in insect molecular genetics for upper-
division undergraduates or beginning graduate students. The initial portion of the book
reviews basic information about DNA, RNA, and other important molecules (Chapters
1–4). Readers with a recent course in genetics could skip this section. Chapter 5 describes
the genetic systems found in insects and an overview of development sufficient to understand
subsequent techniques such as P-element-mediated transformation and sex determina-
tion. Chapters 6–9 provide introductions to useful techniques, including cloning, library
construction, sequencing, the polymerase chain reaction, and P-element-mediated transfor-
mation of Drosophila. Most molecular biologists reading this book could skip this section
as well. Chapters 6–9 are not intended as a laboratory manual but, in some cases, an out-
line of laboratory protocols is provided in order to furnish the novice with a sense of the
complexity or simplicity of the procedures and some of the issues to consider in problem
solving. Throughout the book, references are provided for the reader interested in pursuing
specific topics and techniques, although they are not exhaustive. Despite the value of pro-
viding an historical overview, I have not always provided references to the first publication
on a subject. Rather, review articles or recent publications that include references to earlier
work are cited.

Finally, in the third section of the book (Chapters 10–14), I have attempted to demon-
strate how molecular genetic techniques can solve a diverse array of basic and applied
problems. Part III is intended to introduce readers to the exciting molecular research that is
revolutionizing insect biology, ecology, systematics, behavior, physiology, development,
sex determination, and pest management. Each chapter in this section could be read by
itself, assuming that reader understands the appropriate concepts or information presented
in Parts I and II.

Each chapter begins with an overview or brief summary of the material being covered. The
overview should be read both before and after reading each chapter to review the concepts
covered. The overview is followed by a brief introduction covering the history or rationale
for the topic. References at the end of the chapter are provided for further reading. Where
possible, books or reviews are cited to provide an entry into the literature. Recent references
are provided, but no attempt has been made to review all the literature on a specific topic.
Simple protocols may be given to provide the flavor of specific techniques, although these
are not intended to be complete. References to handbooks or techniques books are also
provided at the end of appropriate chapters. When a term that may be unfamiliar is first
introduced, it written in boldface and a brief definition or description is given in the Glossary
at the end of the book. Finally, in Appendix I, a time line of some significant advances in
genetics, molecular biology, and insect molecular genetics provides a perspective of the
pace with which dramatic advances have been, and continue to be, made.

Progress is rapid in molecular genetics, and this book can only provide an introduction
to the principles of insect molecular genetics and some of its applications. It is impossible
to provide a complete review of the insect molecular genetics literature in a book of this
size. The literature cited includes references through 1993 and focuses on genetics. It is not
intended to be an introduction to all aspects of “molecular entomology,” which has been
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defined as “a blend of insect science, molecular biology, and biochemistry.” The dividing
line between molecular entomology and insect molecular genetics is sometimes difficult to
resolve.

Shortly before this book went to the publisher, two related books were published: Molec-
ular Approaches to Fundamental and Applied Entomology, edited by J. Oakeshott and
M. J. Whitten, and Insect Molecular Science, edited by J. M. Crampton and P. Eggleston.
Both multiauthored books cover some of the topics included here, but assume the reader
is familiar with molecular genetic techniques and terminology; they would be daunting for
the novice.
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4 1. DNA, Gene Structure, and DNA Replication

1.1. Overview

Arthropod genes are made of DNA and are located in chromosomes that consist of proteins,
RNA, and DNA. DNA is a polymer of nucleotides. Each nucleotide consists of a pentose
sugar, one of four nitrogenous bases, and a phosphoric acid component. DNA consists of
two complementary strands in a helix form. Pairing of the nitrogenous bases adenine (A)
with thymine (T) and cytosine (C) with guanine (G) on the two complementary strands
occurs by hydrogen bonding. A pairs with T by two hydrogen bonds, and C pairs with G
by three hydrogen bonds. DNA has chemically distinct 5′ and 3′ ends. The two strands
are antiparallel, with one running in the 5′ to 3′ direction and the other from the 3′ to 5′
direction. The antiparallel orientation of the two strands creates a special problem when the
DNA is duplicated or replicated during mitosis or meiosis.

Genetic information is determined by the sequence of nitrogenous bases (A, T, G, C) in
one of the strands, with a three-base (triplet) codon designating an amino acid. The genetic
code is degenerate, which means that more than one codon specifies most amino acids. The
genetic information is expressed when DNAis transcribed into messenger RNA, which then
is translated into polypeptides. Most insect genes have intervening noncoding sequences
(introns) that must be removed from the primary RNA molecule before translation into the
protein can occur.

Efficient and accurate replication of DNA must occur at each cell division, or the cell or
organism may not survive. DNA replication is semiconservative, which means that one of
the nucleotide strands of each new DNA molecule is new and the other is old in each “cell
generation.” The new DNA strand is complementary to the parental (or template) strand.
DNA replication occurs in one direction only, from the 5′ to the 3′ end of the strand, and
thus replication takes place differently on the two antiparallel strands. Replication on the
“leading strand” can occur in the 5′ to 3′ direction in a continuous manner. However, DNA
replication on the other strand, the “lagging strand,” occurs in short segments (Okazaki
fragments) because the DNA runs in the 3′ to 5′ direction. Subsequently, the Okazaki
fragments must be ligated together. Replication of DNA in chromosomes begins at mul-
tiple sites, called origins of replication, along the chromosome and involves a number of
enzymes and proteins. Although DNA replication is usually highly accurate, errors in DNA
replication, or mutations, can result from duplications, deletions, inversions, and translo-
cations of nucleotides, which may affect the functioning of the resultant polypeptide. New
combinations of genes can occur through recombination during meiosis.

1.2. Introduction to the Central Dogma

The Central Dogma, as proposed by Francis Crick in 1958, stated that biological infor-
mation is carried in DNA, and that this information subsequently is transferred to RNA
and finally to proteins. Initially, the Central Dogma stated that the flow of information is
unidirectional, with proteins unable to direct synthesis of RNA, and RNA unable to direct
the synthesis of DNA (Figure 1.1).

The Central Dogma had to be amended in 1970 when certain viruses were found to
transfer information from RNA to DNA. Subsequently, mutated proteins in the membrane
of brain cells of vertebrates were found to be “inherited.” Although such aberrant pro-
teins initially were thought to be caused by “slow viruses” or viroids, Stanley Prusiner
discovered that those mutated proteins (called prions) could cause a group of invariably
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1.3. The “RNA World” Came First? 5

Figure 1.1. The Central Dogma assumes that biological information is transfered is from DNA to RNA
to proteins. Recent discoveries of viruses that transcribe information from RNA to DNA has
required modification in the Dogma. Three processes are involved in the Central Dogma: DNA
replication, transcription of the genetic information into RNA, and translation of the messenger
RNA into a polypeptide (protein).

fatal neurodegenerative diseases. The term prion refers to proteinaceous infectious parti-
cles (Prusiner and Scott 1997). Prion diseases include bovine spongiform encephalopathy
(BSE or “mad cow disease”) in cattle, scrapie in sheep, and Creutzfeld–Jakob Disease
or kuru in humans. These “proteinaceous infective particles” do not contain DNA, but
are able to transmit the disease to other individuals who eat the altered proteins (Prusiner
and Scott 1997). Current data suggest the altered protein acts as a template upon which
the normal protein is refolded into a deformed molecule through a process facilitated by
another protein (Prusiner and Scott 1997, Tuite 2000). Such abnormal proteins are trans-
mitted to daughter cells, thus propagating the mutant phenotype in the absence of mutated
nucleic acid.

Despite these exceptions, the Central Dogma remains a major tenet of modern biology. In
insects, the genes (DNA) are found in complex structures called chromosomes that consist
of proteins, RNA, and DNA. This chapter reviews the structure of DNA and RNA, the basis
of the genetic code, the processes involved in DNA replication, and changes in DNA that
result in mutations.

1.3. The “RNA World” Came First?

It is now widely accepted that there was an era on Earth during which RNA played the role
of both genetic material and main agent of catalytic activity, e.g., had ribozyme activity
(DiGiulio 1997, Jeffares et al. 1998, Poole et al. 1998, Cooper 2000, Eddy 2001). This
implies that proteins in the modern world replaced RNA as the main catalysts (enzymes).
The “RNAorganism” is thought to have had a multiple-copy, double-stranded RNAgenome
capable of recombination and splicing. The RNA genome was probably fragmented into
“chromosomes” (Jeffares et al. 1998). RNA could have been the first genetic material
because we now know it can serve as a template for self-replication and can catalyze a
number of chemical reactions, including the polymerization of nucleotides (Johnston et al.
2001). It is thought that interactions between RNA and amino acids then evolved into the
present-day world in which DNA is the primary stable repository of genetic information.
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1.4. The Molecular Structure of DNA

Deoxyribonucleic acid (DNA) is a long polymeric molecule consisting of numerous
individual monomers that are linked in a series and organized in a helix. Each monomer
is called a nucleotide. Each nucleotide is itself a complex molecule made up of three
components: (1) a sugar, (2) a nitrogenous base, and (3) a phosphoric acid.

In DNA, the sugar component is a pentose (with five carbon atoms) in a ring form that
is called 2′-deoxyribose (Figure 1.2).

The nitrogenous bases are single- or double-ring structures that are attached to the
1′-carbon of the sugar. The bases are purines (adenine and guanine) or pyrimidines
(thymine and cytosine) (Figure 1.3). When a sugar is joined to a base, it is called a
nucleoside.

A nucleoside is converted to a nucleotide by the attachment of a phosphoric acid group
to the 5′-carbon of the sugar ring (Figure 1.4). The four different nucleotides that polyme-
rize to form DNA are 2′-deoxyadenosine 5′-triphosphate (dATP or A), 2′-deoxyguanosine
5′-triphosphate (dGTP or G), 2′-deoxycytidine 5′-triphosphate (dCTP or C), and
2′-deoxythymidine 5′-triphosphate (dTTP or T) (Figure 1.5). These names are usually
abbreviated as dATP, dGTP, dCTP, and dTTP, or shortened further as A, G, C, and T.

Individual nucleotides are linked together to form a polynucleotide by phosphodiester
bonds (Figure 1.4). Polynucleotides have chemically distinct ends. In Figure 1.5, the top
of the polynucleotide ends with a nucleotide in which the triphosphate group attached to
the 5′-carbon has not participated in a phosphodiester bond. This is called the 5′ or 5′-P
terminus. At the other end of the molecule the unreacted group is not the phosphate, but the
3′-hydroxyl. This is called the 3′ or 3′-OH terminus. This distinction between the two ends
(5′ and 3′) means that polynucleotides have an orientation that is very important in many
molecular genetics applications.

Polynucleotides can be of any length and have any sequence of bases. The DNAmolecules
in chromosomes are probably several million nucleotides long. Because there are no restric-
tions on the nucleotide sequence, a polynucleotide just 10 nucleotides long could have any
one of 410 (or 1,048,576) different sequences. This ability to vary the sequence is what
allows DNA to contain complex genetic information.

1.5. The Molecular Structure of RNA

RNAis also a polynucleotide, but with two important differences from the structure of DNA.
First, the sugar in RNA is ribose (Figure 1.2). Second, RNA contains the nitrogenous base

Figure 1.2. Structure of sugars found in nucleic acids; 2′-deoxyribose is found in DNA and ribose is found
in RNA.
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Figure 1.3. Bases in DNA are purines (adenine and guanine) or pyrimidines (thymine and cytosine). Uracil
is substituted for thymine in RNA.

uracil (U) instead of thymine (Figure 1.3). The four nucleotides that polymerize to form
RNA are adenosine 5′-triphosphate, guanosine 5′-triphosphate, cytidine 5′-triphosphate,
and uridine 5′-triphosphate, which are abbreviated as ATP, GTP, CTP, and UTP or A, G,
C, or U. The individual nucleotides are linked together with 3′ to 5′ phosphodiester bonds.
RNAis typically single-stranded, although it can form complex structures (such as hairpins)
or become double-stranded under some circumstances.

1.6. The Double Helix

The discovery, by Watson and Crick (1953), that DNA is a double helix of antiparallel
polynucleotides ranks as one of the most important discoveries in biology. Nitrogenous
bases are located inside the double helix, with the sugar and phosphate groups forming the
backbone of the molecule on the outside (Figure 1.6). The nitrogenous bases of the two
polynucleotides interact by hydrogen bonding, with an adenine (A) pairing to a thymine
(T) and a guanine (G) to a cytosine (C).

Hydrogen bonds are weak bonds in which two negatively charged atoms share a hydrogen
atom between them. Two hydrogen bonds form betweenAand T, and three between G and C.
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Figure 1.4. A nucleoside consists of a sugar joined to a base. It becomes a nucleotide when a phosphoric
acid group is attached to the 5′-carbon of the sugar. Nucleotides link together by phosphodiester
bonds to form polynucleotides.

Bonding between G and C is thus stronger, and more energy is required to break it. The
hydrogen bonds, and other molecular interactions called stacking interactions, hold the
double helix together.

The DNA helix turns approximately every 10 base pairs (abbreviated as 10 bp), with
spacing between adjacent bp of 3.4 angstroms (Å) so that a complete turn requires 34 Å
(Figure 1.6). The helix is 20 Å in diameter and right handed. This means that each
chain follows a clockwise path. The strands run antiparallel to each other, with one run-
ning in the 5′ to 3′ direction and the other in the 3′ to 5′ direction. The DNA helix
has two grooves, a major and a minor groove (Figure 1.6). Proteins involved in DNA
replication and transcription often interact with the DNA and each other within these
grooves.

1.7. Complementary Base Pairing Is Fundamental

The principle of complementary base pairing is a fundamental element of DNA and of
great practical significance in many techniques used in genetic engineering. A pairs with
T and G pairs with C. Normally, no other base pairing pattern will fit in the helix or allow
hydrogen bonding to occur (Figure 1.7).

Complementary base pairing provides the mechanism by which the sequence of a
DNA molecule is retained during replication of the DNA molecule, which is crucial
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Figure 1.5. The four trinucleotides from which DNA is synthesized are 2′-deoxyadenosine 5′-triphosphate
(dATP), 2′-deoxyguanosine 5′-triphosphate (dGTP), 2′-deoxycytidine 5′-triphosphate (dCTP),
and 2′-deoxythymidine 5′-triphosphate (dTTP).
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Figure 1.6. Two representations of the double helix structure of DNA. The model on the left shows the
hydrogen bonding between nitrogenous bases that holds the two antiparallel strands together.
The model on the right shows the relative sizes of the atoms in the molecule.

if the information contained in the gene is not to be altered or lost during cell division.
Complementary base pairing is also important in the transcription and expression of genetic
information in the living insect.

1.8. DNA Exists in Several Forms

DNAactually is a dynamic molecule in living organisms and has several different variations
in form. In some regions of the chromosome, the strands of the DNA molecule may
separate and later come back together. DNA typically is right-handed, and it can form
more than 20 slightly different variations of right-handed helices. In some regions of
the molecule, it can even form left-handed helices. If segments of nucleotides in the
same strand are complementary, the DNA may even fold back upon itself in a hairpin
structure.

DNA exists in different crystalline forms, depending upon the amount of water present
in the DNA solution. The B form is the structure in which DNA commonly occurs under
most cellular conditions. A-DNA is more compact than B-DNA, with 11 bp per turn of the
helix and a diameter of 12 Å. In addition, C-, D-, E-, and Z-DNA have been found. The
Z-DNA form has a left-handed helix rather than a right-handed helix. A triple helical form
(H) also occurs. A, H, and Z forms are thought to occur in cells, and C, D, and E forms of
DNA may be produced only under laboratory conditions.
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Figure 1.7. A) Complementary base-pairing of polynucleotides by hydrogen bonds holds the two strands of
the DNA molecule together. B) Thymine (T) pairs with adenine (A) with two hydrogen bonds,
and guanine (G) pairs with cytosine (C) with three.

1.9. Genes

The concept of a “gene” has evolved as genetics has changed (Muller 1947, Maienschein
1992). Until 1944, when Avery et al. (1944) demonstrated that the genetic information
resided in nucleic acids, it was considered possible that the genetic information was encoded
in proteins. “Genes” can be a specific location on a chromosome, a particular type of bio-
chemical material, and a physiological unit that directs development. Genes are segments of
a DNAmolecule, which may vary in size from as few as 75 nucleotides (nt) to more than 200
kilobases (kb) of DNA. (A kilobase is 1000 nucleotides.) Genes contain biological infor-
mation by coding for the synthesis of an RNA molecule. The RNA may subsequently direct
the synthesis of an enzyme or other protein molecule. RNA also may be used directly as the
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Figure 1.8. Genetic information is contained in genes carried on one of the two strands (coding strand).
The complementary strand in that region is the noncoding strand. Genes can occur on different
strands at different points of the DNA molecule. Noncoding DNA between genes is called
intergenic or spacer DNA.

gene product itself, e.g., as transfer RNA, ribosomal RNA, small nucleolar RNA, and small
nuclear RNA (Eddy 2001). Proteins may regulate other genes, form part of the structure of
cells, or function as enzymes. Expression of the information contained in protein-coding
genes involves a two-step process of transcription and translation (Figure 1.1).

We now know that the actual genetic information is determined by just one of the two
polynucleotide strands of the double-helix DNA molecule. This is called the coding strand,
and the other strand is the noncoding complement to it. Sometimes the coding strand is
known as the sense strand and the noncoding as the antisense strand. A few examples are
known in which both strands in a specific region code for different genes. Often one strand
of the double helix may be the sense strand over part of its length but be the antisense
strand over other segments (Figure 1.8). As you can see, the definition of a “gene” is
complex and has changed through time (Eddy 2001, Nelkin 2001). A protein-coding gene
typically includes a variety of regulatory structures and signals, as will be described in
Chapter 2.

1.10. The Genetic Code Is a Triplet and
Is Degenerate

The genetic code for a protein-coding gene is based on the sequence of three nucleotides
in the DNA molecule. The triplet sequence (or codon) determines which amino acids are
assembled in a particular sequence into proteins. It is possible to order four different bases
(A, T, C, G) in combinations of three into 64 triplets or codons. However, there are only
approximately 20 different amino acids, so the question immediately arises: what do the
other 44 codons do?

The answer is that the code is degenerate, with all amino acids except methionine and
tryptophan determined by more than one codon (Table 1.1). The codons in Table 1.1 are
represented by A, U, C, and G because the genetic information in DNA is transcribed by
messenger RNA, which uses U instead of T.

The genetic code contains punctuation codons. Three different codons (UAA, UGA, and
UAG) function as “stop” messages or termination codons; they occur at the end of a
protein-coding gene to indicate where translation should stop. AUG serves as an initiation
or start codon when it occurs at the front end of a gene. Because AUG is the sole codon
for the amino acid methionine, AUGs also are found in the middle of genes.
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Table 1.1. The 20 Amino Acids That Occur in Proteins and Their Codons

Amino acid Abbreviations Codons

Alanine ala A GCU GCC GCA GCG
Arginine arg R AGA AGG CGU CGC CGA CGG
Asparagine asn N AAU AAC
Aspartic acid asp D GAU GAC
Cysteine cys C UGU UGC
Glutamic acid glu E GAA GAG
Glutamine gln Q CAA CAG
Glycine gly G GGU GGC GGA GGG
Histidine his H CAU CAC
Isoleucine ile I AUU AUC AUA
Leucine leu L UUA UUG CUU CUC CUA CUG
Lysine lys K AAA AAG
Methioninea met M AUG
Phenylalanine phe F UUU UUC
Proline pro P CCU CCC CCA CCG
Serine ser S AGU AGC UCU UCC UCA UCG
Threonine thr T ACU ACC ACA ACG
Tryptophana trp W UGG
Tyrosine tyr Y UAU UAC
Valine val V GUU GUC GUA GUG

aMethionine and tryptophan are underlined because they are specified by only one codon.

The genetic code is not universal, although it was assumed to be so initially. In 1979 it
was found that mitochondrial genes use a slightly different code (Knight et al. 2001). For
example, the codon AGA typically codes for arginine, but in Drosophila mitochondria the
codon AGA codes for serine.

The thesis of three primary domains of life has revolutionized theories of cell evolution.
The three-domain concept of life includes the Archaea (archaebacteria), Bacteria (eubacte-
ria), and Eukarya (eukaryotes). Eukaryotes are organisms (including insects) that consist of
cells with true nuclei bounded by nuclear membranes. Cell division in eukaryotes occurs by
mitosis, reproductive cells undergo meiosis, and oxidative enzymes are packaged in mito-
chondria. Evidence continues to grow indicating that eukaryotic genes are derived from both
the archaebacterial (informational genes) and the eubacterial (operational genes) lineages,
indicating that eukaryotic genomes are chimeric (Lang et al. 1999, Nesbo et al. 2001).

1.11. Gene Organization

Genes are located on chromosomes. Each chromosome contains a single DNA molecule.
These DNA molecules contain hundreds or thousands of genes. The fruit fly Drosophila
melanogaster is estimated to have approximately 13,600 distributed on four chromosomes
(Adams et al. 2000). Genes may be spaced out along the length of a DNA molecule with
noncoding DNA sequences intervening, or the genes may be grouped into clusters. Genes
in a cluster may be related or unrelated to each other in structure and function.

There usually are segments of DNA in eukaryotes in which the nucleotide sequences
apparently do not code for anything; this DNA is called “spacer” DNA if it occurs between
genes.
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Multigene families are clusters of related genes with similar nucleotide sequences.
Multigene families may have originated from a single ancestral gene that duplicated to pro-
duce two, or more, identical genes. These identical genes could have diverged in nucleotide
sequence through time to produce (two or more) related functional genes. In many cases,
the genes of multigene families have become scattered at different positions on more than
one chromosome by large-scale rearrangements (translocations or inversions) that occur
both within and between chromosomes. Examples of multigene families in insects include
actins, tubulins, heat shock, salivary glue, chorion, cuticle, and yolk protein genes. (Note
that the name of a specific gene usually is italicized.)

Pseudogenes are DNA sequences that appear similar to those of functional genes, but
the genetic information has been altered so that the former gene is no longer functional.
Once the biological information has been lost, a pseudogene can undergo rapid changes
in nucleotide sequence and, given sufficient time, may evolve to the point where it is not
possible to identify it as a former gene. At this point it might be called “junk” DNA.

One of the more interesting recent discoveries in genetics was the revelation in 1977 that
most protein-coding genes in eukaryotic organisms are discontinuous. Discontinuous genes
contain coding and noncoding segments called exons and introns, respectively (Figure 1.9).

Considerable discussion of the origin, evolution and importance of introns has occurred
(Herbert 1996, Gilbert et al. 1997, Trotman, 1998). Introns have been maligned as examples
of “junk” DNA because they may be considerably longer than the coding sequences (exons)
and have no apparent function. Two major hypotheses have been proposed to explain the
origin of introns: one is the “introns-early” hypothesis.

Under the introns-early hypothesis, many introns were present in the common ancestor
of all life, but large or complete losses of the introns occurred in many independent lineages.
According to this hypothesis, introns functioned in the primordial assembly of protein genes
by promoting the recombination, or shuffling, of short exons, each encoding 15 to 20 amino
acids (minigenes) into different functional genes through fusion (Gilbert et al. 1997). It is
likely that there has been an average of two or three acts of such fusions of minigenes into
the larger exons of today (Gilbert et al. 1997).

Some introns have been inherited for millions of years, making it possible to find a
consistent location for the introns when homologous genes from different organisms are
examined. The actual sequences of the introns in these homologous genes may have diverged
through mutation to the point that they appear to have no sequence similarity. Trotman
(1998) suggests that this consistent location of introns is evidence that introns may have
been integral to the development of primordial genes. However, very few of the ancient
introns may have survived in a detectable form because cellular life is very old and evolution
has had a long time to change the sequences within these noncoding regions (Trotman 1998).

Figure 1.9. Protein-coding genes in eukaryotic organisms are divided into introns and exons. Introns are
removed from the messenger RNA before it is translated into a polypeptide. In this example,
there are six exons and five introns. The genetic message is present in exons I, II, III, IV, V,
and VI.
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The introns-late hypothesis assumes that mechanisms for splicing introns out were not
present in the common ancestor of life, but arose and spread within eukaryotes during their
evolution. Under this hypothesis, introns could not have played a role in ancient gene and
protein assembly.

As is often the case with many “either/or” debates, the truth may be a combination of the
two hypotheses. Tyshenko and Walker (1997) suggested both concepts may be correct; the
introns in the triosephosphate isomerase genes of insects may be the result of transposable
element insertion relatively recently, whereas other introns may have been present for a
very long time (Logsdon et al. 1995). DeSouza et al. (1998) suggest that 30 to 40% of the
present-day intron positions in ancient genes correspond to the introns originally present in
the ancestral gene. The rest of the intron positions are due to the movement or addition of
introns over evolutionary time. Thus, introns may be both early and late, with about 65%
of the introns having been added to preexisting genes.

Introns generally are absent in the genes of prokaryotes and are rare in some eukaryotes,
such as yeast. The number of introns and their lengths vary from species to species and from
gene to gene. Some genes in eukaryotic organisms lack introns, whereas other genes in the
same species may have as many as 50. Introns may interrupt a coding region, or they may
occur in the untranslated regions of the gene. Some eukaryotic genes contain numerous and
very large introns, but introns typically range from 100 to 10,000 bp in length. Oddly, a few
introns contain genes themselves; how the genes got into the middle of an intron of another
gene remains a mystery.

The presence of introns within many eukaryotic protein-coding genes requires that an
additional step takes place between transcription and translation in eukaryotes. Thus, when
the DNA is transcribed into RNA, the initial RNA transcript is not messenger RNA
(mRNA). It is a precursor to mRNA and must undergo processing (splicing) in the nucleus
to remove the introns before it appears in the cytoplasm as mRNA. This process is described
in Chapter 2, but first DNA replication is reviewed.

1.12. Efficient DNA Replication Is Essential

Every living organism must make a copy of its genes in each cell each time the cell divides.
Such replication ideally will be both rapid and accurate. If not, the organism′s survival and
integrity are jeopardized. Even a very small error rate of 0.001% (one mistake per 100,000
nucleotides) can lead to detrimental changes. However, while many changes in DNA(called
mutations) are detrimental, many apparently are neutral, and a few are beneficial.

Until recently, most studies of DNA replication were conducted using prokaryotic organ-
isms such as the bacterium Escherichia coli, because E. coli is more easily studied. DNA
replication in E. coli, which has a single circular DNA molecule, illustrates the basic prin-
ciples. The complications added by arranging DNA molecules into linear chromosomes
will then be described, although gaps in knowledge of eukaryotic DNA replication remain
(Cook 1999, Berezney et al. 2000, Bogan et al. 2000, Sutton, 2001).

1.13. DNA Replication Is Semiconservative

DNA replication is semiconservative. This means the daughter molecules each contain one
polynucleotide derived from the original DNA molecule and one newly synthesized strand
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Figure 1.10. DNA replication is semiconservative, meaning that each new DNA helix contains one old
and one new complementary strand. DNA synthesis relies on complementary base pairing to
replicate DNA accurately.

(Figure 1.10). Semiconservative DNA replication requires the base pairing that holds the
two strands together be broken so that synthesis of new complementary strands can occur.

1.14. Replication Begins at Replication Origins

During the replication of long DNA molecules, only a limited region of the DNA molecule
is in an unpaired form at any one time. Replication occurs after the two strands separate,
which involves breaking the weak hydrogen bonds holding the bases of the opposite strands
together. The separation of the two strands starts at specific multiple positions in the chro-
mosome called origins of replication and moves along the molecule. Synthesis of the new
complementary polynucleotides occurs as the double helix “unzips.” The region at which
the base pairs of the parent molecule are broken and the new polynucleotides are synthesized
is the replication fork (Figure 1.11).

The base pairing of the two strands of the parent DNA molecule is broken by enzymes
called helicases. Once the helicase has broken the hydrogen bonds holding the two strands
together, single-strand binding proteins (SSBs) attach to the single-stranded DNA to pre-
vent the two complementary DNA strands from immediately reannealing (Figure 1.11).



1.15. Replication Occurs Only in the 5′ to 3′ Direction 17

Figure 1.11. During DNA replication only part of the DNA molecule “unzips” to allow synthesis of new
DNA strands. In this example, replication begins at an origin of replication. Eukaryotes have
many origins of replication along their chromosomes. To keep the strands from reannealing
at the replication forks where synthesis is occurring, single-strand binding (SSB) proteins
attach. Helicases break the hydrogen bonds.

This makes it possible for DNA polymerase to synthesize new complementary DNA
strands. We now know there are three distinct DNA polymerases in eukaryotes; one is
important in initiating and priming replication, and two are involved in the main replication
of DNA (Sutton and Walker 2001). One of these may function in replication of the leading
strand, while the other may act on the lagging strand.

DNA polymerases have two properties that complicate DNA synthesis. First, DNA poly-
merase can synthesize only in the 5′ to 3′ direction, and, second, DNA polymerase cannot
initiate the synthesis of new DNA strands without a primer.

1.15. Replication Occurs Only in the 5′ to
3′ Direction

Because DNA polymerases can synthesize DNA only in the 5′ to 3′ direction, the template
strands must be read in the 3′ to 5′ direction. This is a straightforward process for one of
the DNA template strands, called the leading strand, and DNA synthesis can proceed in an
uninterrupted manner the entire length of the leading strand. However, DNA synthesis
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Figure 1.12. DNA replication occurs in a different manner on the two strands. A) The leading strand
is continuously copied, with synthesis occurring in the 5′ to 3′ direction. B) Synthesis on
the lagging strand is discontinuous. Synthesis occurs in short segments (Okazaki fragments)
because DNA polymerase can only synthesize DNA in the 5′ to 3′ direction. Later these
fragments are annealed together.

cannot proceed uninterrupted on the other template strand, called the lagging strand
(Figure 1.12). DNA synthesis on the lagging strand is discontinuous, occurring in short
sections, and produces short fragments of DNA called Okazaki fragments, after their
discoverer who identified them in 1968.

1.16. Replication of DNA Requires an RNA Primer

Another complication of DNA synthesis is that synthesis is not initiated by DNA poly-
merase unless there is a short double-stranded region that can act as a primer (Figure 1.13).
Apparently, the first few (50 to 75) nucleotides attached to either the leading or lagging
strands are not deoxyribonucleotides, but rather ribonucleotides that are put in place by an
RNA polymerase called primase. Once these ribonucleotides have been polymerized on
the DNA template, the primase detaches, and polymerization of DNA is continued by DNA
polymerase (Figure 1.13).

1.17. Ligation of Replicated DNA Fragments

After the Okazaki fragments (sequences complementary to the lagging strand of DNA) are
produced, they must be joined together to produce a continuous strand (Figure 1.12). On
the lagging strand, DNA polymerase III of E. coli stops when it reaches the RNA primer at
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Figure 1.13. A) DNA must be primed or DNA polymerase is unable to synthesize a complementary strand.
B) A primer of ribonucleotides is attached to a strand by RNA polymerase. DNA polymerase
can then attach deoxyribonucleotides (dNTPs) to the DNA template in a sequence that is
determined by the template strand. DNA synthesis occurs in the 5′ to 3′ direction.

the 5′ end of the next Okazaki fragment. Then DNA polymerase I of E. coli removes the
ribonucleotides from the Okazaki fragment and replaces them with deoxyribonucleotides.
When all the ribonucleotides have been replaced, DNA polymerase I replaces nucleotides
on a short distance into the DNA region, before it dissociates from the new double-helix
molecule. The Okazaki fragments then are joined up by DNA ligase which catalyzes the
formation of a phosphodiester bond between the neighboring nucleotides.

DNA replication also requires that the double helix be unwound, as well as unzipped.
There are approximately 400,000 turns in 400 kb of DNA. This unwinding is accomplished
with the aid of enzymes called DNA topoisomerases. DNA topoisomerases unwind a DNA
molecule without rotating the helix by causing short-term breaks in the polynucleotide
backbone just in front of the replication fork. The reverse reaction is performed by DNA
topoisomerases so that DNA molecules can be coiled.

1.18. DNA Replication in Eukaryotes

The replication of prokaryotic and eukaryotic DNA is similar, but differs in several aspects,
the details of which are still being resolved (Gavin et al. 1995, Huberman 1995, Baker and
Bell 1998, Leipe et al. 1999, Sutton and Walker 2001). DNA replication takes place during
the eukaryotic cell cycle before the metaphase chromosomes become visible in mitosis or
meiosis.

The cell cycle consists of three distinct phases. There are two gap periods (G1 and G2),
when the cell is carrying out its normal metabolic activities (Figure 1.14), separated by the
S phase, which is when DNAreplication or synthesis occurs. Mitosis (M) occurs subsequent
to the G2 phase.

In order to reduce the amount of time required to replicate the very long DNA molecule
in eukaryotic chromosomes, DNA replication is initiated at a series of replication origins
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Figure 1.14. The cell cycle of a eukaryotic cell with a generation time of 24 hours. DNA synthesis occurs
during the S phase. During G1 and G2 no DNA synthesis occurs. Mitosis (M) occurs after G2.

about 40 kb apart on the linear chromosome and proceeds in both directions (Figure
1.14) (DePamphilis 1999). For example, replication in Drosophila melanogaster occurs
at a rate of about 2600 nucleotide pairs per minute at 24◦C. The largest chromosome in
Drosophila is about 8 × 107 nucleotides long so, with about 8500 replication origins per
chromosome, approximately 0.25 to 0.5 hour is required to replicate this chromosome. If
replication occurred from a single replication fork, rather than from multiple replication
origins, replication of a single chromosome would require about 15 days.

Several origins of replication (autonomously replicating sequences, or ARSs) of eukary-
otic chromosomes have been identified in yeast. Functional ARS elements span about 100
base pairs, and many have an 11-base-pair core sequence that is essential for ARS function.
The core sequence is the binding site of a protein complex (origin replication complex or
ORC) that is essential for initiation of DNA replication at yeast origins. The ORC complex
appears to recruit other proteins (including DNA helicases) to the origin of replication,
leading to the start of replication. Proteins related to the yeast ORC proteins have been
identified in Drosophila and other eukaryotes (Gavin et al. 1995).

Eukaryotes contain several different DNA polymerases. One is located in the mitochon-
dria and is responsible for replication of mitochondrial DNA. The other DNA polymerases
are in the nucleus and are involved in DNA replication. Polymerase α complexes with
primase (the RNA polymerase that primes DNA synthesis) and appears to function with
primase to synthesize short RNA–DNA fragments. Two other polymerases then synthesize
the leading and lagging strands, extending the RNA–DNA primers initially synthesized by
the polymerase α/primase complex. A DNA polymerase fills the gaps between the Okazaki
fragments after the primers are removed (Sutton and Walker 2001).

Proteins (called sliding-clamp proteins and clamp-loading proteins) act at the eukaryote
replication fork to load the polymerase onto the primer and maintain its stable association
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with the template. The clamp-loading proteins (called replication factor C, or RFC) in
eukaryotes recognize and bind DNA at the junction between the primer and template.
The sliding-clamp proteins (proliferating cell nuclear antigen, or PCNA) in eukaryotes
bind adjacent to the clamp-loading proteins, forming a ring around the template DNA.
The clamp proteins then load the DNA polymerase onto the DNA at the primer–template
junction.

The ring formed by the sliding clamp maintains the association of the polymerase with
its template as replication progresses, allowing the uninterrupted synthesis of long DNA
molecules. Helicases unwind the template DNA ahead of the replication fork. Single-
stranded DNA-binding proteins (eukaryotic replication factor A, or RFA) then stabilize the
unwound template DNA so that the single-stranded DNA can be replicated. The enzymes
involved in DNA replication, in combination with their accessory proteins, synthesize both
leading and lagging strands of DNA simultaneously at the replication fork.

The idea that DNA polymerases track like locomotives along the DNA template during
DNAreplication is pervasive and is probably based on the misperception that the polymerase
is smaller than the DNA (Cook 1999). We now know that the DNA polymerase/protein
complexes involved in DNA replication can be much larger than the DNA template.

An alternative model to the “movement” of polymerase along the DNAtemplate has been
proposed in which the fixed polymerase complexes “reel in their DNA templates” as they
extrude newly made DNA in replication “foci” or replication factories within the cell. This
“fixed” model assumes that the DNA polymerase complex is fixed and the DNA rotates
around it. This is a simple solution to the potential problem of untangling DNA strands that
twine around each other if the DNA polymerase moves (Cook 1999).

DNA polymerases in eukaryotes have 3′ to 5′ exonuclease activity in addition to their
polymerase activity, which means that DNA polymerase can excise a misincorporated
nucleotide by proofreading during DNA replication. DNA mismatch correction further
minimizes replication errors by a survey of newly synthesized DNA strands. Furthermore,
accessory factors such as DNA helicases apparently improve accuracy during DNA elonga-
tion, possibly because of resolution of stalled replication forks. Despite all these precautions,
occasional misincorporated nucleotides or deletions and insertions may remain.

1.19. Telomeres at the End: A Solution to the Loss of
DNA during Replication

Because DNA synthesis occurs exclusively in the 5′ to 3′ direction and initiation requires
a short RNA primer, the extreme 5′ end of a linear DNA strand will consist of an RNA
primer (Figure 1.13B). If this RNA primer is not replaced by deoxyribonucleotides, the
chromosome would gradually decrease in length after each replication during mitosis,
which could seriously affect gene function over time. However, linear chromosomes nor-
mally are stable because they have a specialized structure at their ends called a telomere
(Zakian 1989).

Telomeres contain a series of species-specific repeated nucleotide sequences that are
added to the ends of eukaryotic chromosomes by an enzyme called telomerase. Telomerase
is a reverse transcriptase, meaning that it can transcribe DNAfrom an RNAtemplate. Afew
copies of a short repetitive sequence (called the telomere sequence) are required to prime the
telomerase to add additional copies to form a telomere. There are also longer, moderately
repetitive nucleotide sequences subterminal to the telomere sequences.
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1.20. DNA Replication Fidelity and DNA Repair

Faithful maintenance of the genome is crucial to both the individual and the species. When
DNA is replicated inaccurately or is damaged by endogenous (such as water or oxygen) or
exogenous factors (such as UV light, chemicals, and irradiation), death can ensue. Thus,
there has been strong selection for multiple mechanisms to repair damaged DNA. Generally,
the cell has two classes of mechanisms with which to repair DNA: 1) direct repair, and 2)
removal of the damaged bases followed by their replacement with newly synthesized DNA
(excision repair).

Direct repair Two types of damage, DNA damage caused by UV light and modifications
of guanine by the addition of methyl or ethyl groups to the sixth oxygen position of the
purine ring, are repaired directly (Cooper 2000).

Removal of damaged DNA components (excision repair) The most common repair
mechanism in cells involves removal of damaged components of the DNA. These exci-
sion repair systems can be divided into: base-excision repair, nucleotide-excision repair,
and mismatch repair. Base-excision repair involves removal of only the damaged base
from the DNA strand. Nucleotide-excision repair operates mainly on damage caused by
environmental mutagens and involves DNA synthesis and ligation to replace an excised
oligonucleotide (Lindahl and Wood 1999). In mismatch repair, the mismatched bases
that are incorporated during replication occasionally are not removed by the proofreading
activity of DNA polymerase. The ones that are not removed are corrected by the mismatch
repair system.

Postreplication repair systems Finally, if the DNA is not repaired prior to replication
by the above mechanisms, a postreplication repair system comes into play. Postreplica-
tion repair (recombinational repair) can repair several types of damage to DNA, including
double-strand breaks introduced into DNA by irradiation.

1.21. Mutations in the Genome

Changes in the genetic material (genotype) of an organism occur if DNA repair is not
successful. Such changes are mutations. Many kinds of mutations can occur: within an
exon, within introns, or in the chromosomal regions (intergenic regions) located between
the genes. If a mutation occurs in an intergenic region, it may be silent and have no detectable
effect on the cell or individual. If a mutation occurs in an exon, it may alter the protein
product of the gene and cause a change in the organism’s phenotype (or appearance).
A mutation in an intron may not have an effect on the phenotype, but it can have an effect
if there are regulatory elements in the intron that are important for proper gene function.

An organism with the “normal” appearance (phenotype) for that species is called the
“wild type”; an organism with a phenotype that has been changed is a mutant. If the
mutation is dominant (meaning that only a single copy is required to cause the change in
phenotype), the name of the gene is capitalized. If the mutation is recessive (meaning that
both copies of the gene carry the mutation), the name is not capitalized.

A mutagen is a chemical or physical agent that causes changes in bases. Mutagens
include ultraviolet radiation, X-irradiation, ethyl methane sulfonate (EMS), base analogues
such as 5-bromouracil, acridine dyes, and nitrous acid. Mutations occur spontaneously
approximately once in every 108 base pairs/cell division, or they can be induced by the
experimenter.
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Table 1.2. Mutations Affect DNA Sequence, Gene Function, Gene Regulation, and the

Phenotype of the Organism

Changes in DNA sequence
Point mutation Replacement of one nucleotide by another.

Transition A point mutation in which a purine is changed to a purine (A ↔ G)
or a pyrimidine to a pyrimidine (T ↔ C).

Transversion A point mutation in which the change is purine to pyrimidine (A or
G ↔ T or C).

Changes in the gene
Silent mutation Sequence changes in an intergenic region usually result in no

phenotypic changes. Changes in a gene can be silent if a point
mutation occurs in the third nucleotide of a codon which, because
of the degeneracy of the code, does not alter the amino acid.

Nonsense mutation A point mutation that alters a codon specifying an amino acid into
a termination codon, which will prematurely terminate the
polypeptide produced, changing the activity of the protein and
altering the phenotype.

Frameshift mutation Insertions or deletions that are not in multiples of 3 can cause
changes in the amino acids downstream from the mutation,
resulting in a mutant phenotype.

Changes in gene regulation
Mutations in regulatory genes alter the organism’s ability to control
expression of a gene normally subject to regulation.

Changes in the organism
Lethal mutations Mutations that alter the function of an essential gene product so that

the organism cannot survive.

Conditional lethal Individuals with these mutations can survive under a particular set
of conditions, such as a specific temperature range, but die if reared
outside these conditions.

Back mutations Organisms sometimes revert to the wild-type phenotype after a
second mutation occurs which restores the original nucleotide
sequence of the mutated gene.

Reversions Mutations can be corrected by restoring the original phenotype, but
not the original DNA sequence, in the mutated gene by altering a
second site within the gene.

Suppression The effects of a mutation can be altered by a new mutation that
occurs in a different gene.

Mutations affect the DNA sequence, gene organization, gene regulation, or gene function
(Table 1.2). Apoint mutation is the replacement of one nucleotide by another (substitution).
A substitution can be either a transition or a transversion. Transitions involve changes
between A and G (purines) or T and C (pyrimidines), while transversions involve changes
between a purine and a pyrimidine.

An insertion or deletion is the addition or deletion of one or more nucleotides. An
inversion is the excision of a part of the DNA molecule followed by its reinsertion into the
same position but with a reversed orientation. It has been discovered that an inversion in
Drosophila buzzatii was caused by a transposable element called Galileo, and this may be
the mechanism by which many inversions occur (Caceres et al. 1999).
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Some mutations are lethal, while others have an effect on the organism that can range
from phenotypically undetectable (silent) to lethal only under certain circumstances (con-
ditional lethal). For example, a number of mutations are temperature sensitive, and the
organism can survive if reared within one temperature range but will die if reared at higher
temperatures.

A silent mutation may occur if the third base in a codon is altered but, because the
genetic code is degenerate, there is no change in the amino acid specified. These also are
called synonymous mutations. There is no change in protein structure or function from a
silent mutation.

Some changes in codons alter the amino acid specified. Called nonsynonymous muta-
tions, these are point mutations that result in changes in the amino acid. Most point mutations
that occur at the first or second nucleotide positions of a codon will be missense, as will a few
third-position changes. A polypeptide with an amino acid change may result in a changed
phenotype, depending on the precise role the altered amino acid plays in the structure or
function of the polypeptide. Most proteins can tolerate some changes in their amino acid
sequence if the alteration does not change a segment of the polypeptide essential for the
structure or function of the protein.

Nonsense mutations are point mutations that change a codon specifying an amino acid
into a termination codon, which will produce a truncated gene which codes for a polypeptide
that is terminated prematurely. In many cases, essential amino acids will be deleted and the
protein’s activity will be altered, resulting in a mutant phenotype.

Frameshift mutations result if addition or deletion of base pairs occurs that is not in
a multiple of three. The polypeptide produced will likely have a complete new set of
amino acids produced downstream of the frameshift. Frameshifts usually produce mutant
phenotypes.

Occasionally, back mutations may occur to reverse a point mutation. Reversions some-
times occur when the original phenotype is restored by a new change in the nucleotide
sequence. In reversions, the original mutation is not restored to its previous unmutated
form; rather, the second mutation restores the code for the original amino acid because the
code is degenerate. Regulatory mutations are mutations that affect the ability to control
expression of a gene.

The movement of a transposable element into a gene can also create mutations in genes.
Transposable elements (TEs) are segments of foreign DNA that can move into genomes.
When TEs move into a gene, as is shown in Figure 1.15, the gene will be inactivated or
the gene product will be altered and produce a visible phenotype (mutation). Transposable
elements can cause other types of mutations, including inversions (Caceres et al. 1999).
Transposable elements are found in most eukaryotic organisms, and there are many types.
Transposable elements are important for understanding genome evolution and for genetic
engineering and are discussed further in Chapters 2, 8, and 14.

1.22. Common Conventions in Genetic Terminology

A wild-type gene is normally identified only after a mutation has disrupted the phe-
notype of an organism. Mutations commonly are given a descriptive name, such
as “white eyes.” The name of the gene usually is italicized (white) and is abbrevi-
ated using one, two, or three italicized letters (w). If the mutation is dominant, the
name and abbreviation are capitalized (White); they are in lowercase (white) if the
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Figure 1.15. Movement (transposition) of transposable elements into chromosomes can result in mutations
that inactivate genes or alter their expression.

mutation is recessive. Individuals that are homozygous for the recessive w mutation are
w/w and have white eyes. Heterozygous flies are w/w+, with the wild-type allele designated
as w+, and their appearance (phenotype) should be wild type. The gene product is called
the white product or white protein and is not italicized. The term for the gene product may
be abbreviated as the w protein. Sometimes the protein product is designated by the gene
name but is capitalized to distinguish it from the gene (WHITE).

1.23. Independent Assortment and Recombination
during Sexual Reproduction

For organisms to survive and evolve with changing environmental conditions, they need to
be able to generate genetic variability. Mutations are one source of genetic variability and
thus are not always undesirable. Another source of genetic variability is the result of sexual
reproduction.

In sexually reproducing organisms, the progeny produced by parents that have different
versions of genes (different alleles, AA or aa) will have a different combination of alleles.
This shuffling of the genetic information during sexual reproduction is due to the indepen-
dent assortment of homologous chromosomes into the gametes during meiosis. Thus, an
individual of genotype AaBb, in which the genes A and B are located on different chromo-
somes, will produce equal numbers of four different types of gametes: AB, Ab, aB, or ab.

Crossing over also leads to recombination between DNA molecules. Crossing over
occurs between homologous chromosomes during the production of eggs or sperm in meio-
sis I and results in an exchange of genetic material. Crossing over allows new combinations
of different genes that are linked (located on the same chromosome). Thus, if a parent has
two homologous chromosomes, one with A and B on the same chromosome, and the other
with a and b on the homologous chromosome, a physical exchange between the chromatids
during meiosis I can lead to gametes that have the following combinations: Aand B;Aand b;
a and B; and a and b. Nonhomologous recombination, crossing over between DNA lacking
sequence homology, may also occur, but the mechanism(s) involved are not understood.
Meiosis and mitosis are described further in Chapter 3.
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2.1. Overview

Genetic information in an organism is expressed in three classes of genes: 1) structural
(protein-coding) genes that are transcribed into mRNA and translated into polypeptides;
2) genes that code for ribosomal RNA, transfer RNA, or other small RNAs, in which the
transcription product is used directly; and 3) regulatory sites that are not transcribed but
serve as recognition sequences for proteins involved in DNA replication, transcription, and
repair.

Protein-coding genes in eukaryotic organisms are transcribed from DNA into pre-
messenger RNAs which then are processed into messenger RNA (mRNA). Processing
of mRNA involves splicing to remove introns; mRNA also is capped and methylated at the
5′ end, and most mRNAs are polyadenylated at the 3′ end. The information in the mRNA
then is translated into proteins via protein synthesis in ribosomes.

Aribosome begins protein synthesis once the 5′ end of a mRNAis inserted into it.Alength-
ening polypeptide chain is produced, and, once the 5′ end of the mRNA emerges from a
ribosome, the mRNA can attach to a second ribosome and a second identical polypep-
tide can be synthesized. The assembly of amino acids into a peptide starts at the amino
end and finishes at the carboxyl end. Amino acids are carried to the ribosome by transfer
RNAs (tRNAs). The tRNAs are held so their anticodons form base pairs with complemen-
tary codons of the mRNA. One tRNA may recognize more than one codon because the
genetic code is degenerate. According to the “wobble hypothesis,” the first two bases of
the mRNA codon pair according to base-pairing rules, but the third base may pair with any
one of several bases.

Protein synthesis occurs on the ribosomes, located in the endoplasmic reticulum of the
cell cytoplasm. Once proteins are produced they are transported into the Golgi apparatus,
where they are processed and transported to their ultimate destination. The protein must be
folded and, sometimes, assembled into multiprotein complexes. Folding may require the
assistance of other proteins called molecular chaperones.

Gene regulation in insects and other eukaryotes is complex, diverse, and the subject of
intensive research. Genes may be amplified or rearranged to yield increased gene products.
Genes may be regulated by being methylated. Transcription is influenced by activator
proteins, hormones, and enhancers. Alternative splicing, alternative promoters, and transla-
tional control are employed in gene regulation. Insulators or boundary elements are naturally
occurring DNAsequences that protect genes from position effects, establishing independent
functional domains within the chromosome.

2.2. Introduction

The Central Dogma, that DNA is transcribed into RNA which subsequently is translated
into proteins, describes the process by which information contained in the DNA is made
available to the cell and organism (Figure 1.1).

The proteins specified by the genetic code have many functions in the cell. Structural
proteins form part of the framework of the organism, such as the sclerotin in the exoskeleton
of insects. Contractile proteins enable organisms to move. Catalytic proteins, or enzymes,
regulate the diverse biochemical reactions taking place within the cell. Transport proteins
carry important molecules throughout the body. Regulatory proteins control and coordi-
nate biochemical reactions in the cell and the organism as a whole. Protective proteins
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(antibodies) protect against infectious agents and injury. Storage proteins store products for
future use.

The development of a functioning organism involves the coordinated activity of a large
number of different proteins, the information for which is encoded in the genes (DNA).
In addition, genes carry the code for ribosomal RNA (rRNA), transfer RNA (tRNA), and
other small RNAs. Ribosomal, transfer RNA, and small RNA molecules are used directly
without being translated into proteins.

Research to decipher how the genetic information in the DNA is utilized by the cell
and organism is complex and rapidly advancing (Herbert and Rich 1999, Lee and Young
2000). Much of the early work on transcription and translation of genetic information was
conducted using prokaryotes.

Eukaryotes, which include insects, differ from prokaryotes in several important ways.
First, eukaryotic genes generally are located in more than one chromosome. Eukaryotes
are genetically more complex (with perhaps 15,000 to 40,000 genes). Furthermore, most
eukaryotic genes that code for proteins are split, with one or more noncoding introns
interspersed among the coding exons.

Control elements, such as promoters and enhancers, are important components of gene
regulation in eukaryotes. Furthermore, within a particular tissue, a mixture of active and
inactive genes is present on each chromosome. Recent research in Drosophila indicates that
specific sequences called boundary elements insulate the active from the inactive regions
of the chromosomes (Bell and Felsenfeld 1999, Bell et al. 2001).

Finally, the nuclear membrane in eukaryotes separates the processes of transcription in
the nucleus and translation in the cytoplasm in both time and space. The intricacies of
transcription and translation of eukaryotic DNA are still being unraveled.

2.3. RNA Synthesis Is Gene Transcription

Transcription is the first stage of gene expression (Figure 2.1). During transcription, the
coding strand of DNA serves as a template for synthesis of an RNA molecule. The sequence
of the RNA molecule is determined by complementary base pairing so that the RNA is a
complementary transcript (copy) of the coding strand of DNA.

Transcription requires four ribonucleoside 5′-triphosphates: ATP, GTP, CTP, and UTP
(recall that uracil substitutes for thymine in RNA). A sugar–phosphate bond is formed
between the 3′-OH group of one nucleotide and the 5′-triphosphate of a second nucleotide
by the enzyme RNA polymerase. Unlike DNA polymerase, RNA polymerase can initiate
RNA synthesis without requiring a primer. The sequence of bases in the RNA molecule
is determined by the sequence of bases in the DNA coding strand. Base pairing occurs
between the DNAbases and the newly forming single-stranded RNAmolecule. Nucleotides
are added to the 3′-OH end of the growing end of the RNA molecule, and thus synthesis of
RNA proceeds in the 5′ to 3′ direction, as does DNA synthesis (Figure 2.2).

Eukaryotes have three types of nuclear RNA polymerase, called RNA polymerase I, II,
or III, and each is responsible for transcribing the three different classes of genes. RNA
polymerase I primarily is responsible for synthesis of Class I genes, which includes the large
ribosomal RNAs (rRNA) in the nucleolus. Class II genes include all the DNA sequences
that code for proteins and some small nuclear RNAs (snRNAs). Class III genes include the
transfer RNA (tRNA) genes, 5S ribosomal RNA (rRNA) genes, and genes for some small
nuclear RNAs.
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Figure 2.1. Protein-coding gene expression involves transcription of the coding strand of DNA to
pre-messenger RNA, which is then processed to messenger RNA, which is then translated
into proteins.

Figure 2.2. RNA synthesis involves polymerization of free ribonucleotides by an RNA polymerase in the
5′ to 3′ direction. Thus, the DNA template is read in the 3′ to 5′ direction.
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Figure 2.3. Components of a typical Class II eukaryotic gene that codes for proteins include: noncoding
introns that are spliced out of the pre-messenger RNA, coding exons (shown in black), a
promoter to which RNApolymerase II attaches to initiate RNAsynthesis, and several enhancers
(here numbered 1–6) that influence gene regulation.

Figure 2.3 illustrates several of the elements of a typical eukaryotic Class II gene. This
gene consists of noncoding introns, amino acid-coding exons, one or more promoters, and
several (in this example, six) enhancer elements.

2.4. Transcription Involves Binding, Initiation,
Elongation, and Termination

RNApolymerase II synthesizes all messenger RNAin eukaryotes and is a large and complex
molecule (Cramer et al. 2000, Lee and Young 2000). RNA polymerase II can unwind DNA,
polymerize RNA and proofread the developing transcript. RNA polymerase II recognizes
promoters and responds to regulatory signals (Cramer et al. 2000).

Transcription is a complex, multistep process involving binding of RNA to the DNA,
initiation, elongation, and production of an mRNAtranscript (Hoffman et al. 1997, John and
Workman 1998). To initiate transcription of a Class II gene, binding of RNA polymerase II
must occur at a specific point upstream of the DNA to be transcribed. This usually involves
loading a protein called TFIID onto a promoter, followed by the recruitment of a group
of proteins called general transcription factors (GTFs). These promoter-bound GTFs then
recruit RNA polymerase II to form a preinitiation complex.

The specific attachment sites of the preinitiation complex are called promoters and are
typically 20 to 200 nucleotides long. Different eukaryotic promoter sequences are known,
but certain common, or consensus, patterns occur. For example, many protein-coding genes
contain the promoter sequences TATAAT and CAAT (Figure 2.4), often called the TATA
and CAAT boxes. The location of the TATA sequence may vary, and not all genes have
the TATA sequence. Housekeeping genes (genes that are expressed in all cells in order to
maintain fundamental activities) may lack the TATA box and have a GC-rich region about
33 nucleotides upstream from the start site. The actual sequences of the promoter vary
from gene to gene; the “strength” of the promoter affects the extent to which each gene is
expressed.

Eukaryotic promoters differ from prokaryotic ones by having other types of DNA
sequences called enhancers that influence the efficiency with which RNA polymerase
II, and accessory factors can assemble at a promoter to initiate transcription of the DNA
(Figures 2.3, 2.4). Enhancers can be at a great distance relative to the RNA start site and
can be upstream or downstream of the gene (Blackwood and Kadonaga 1998). For example,
the enhancer of the Drosophila cut gene is 85 kb upstream from the promoter. Enhancer
sequences vary in size from 50 base pairs (bp) to 1.5 kilobases (kb). Enhancers activate
their target gene in a specific cell type at a particular stage in development. Once RNA
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Figure 2.4. A more detailed view of a eukaryotic class II gene that codes for proteins. Promoters often
have CAAT and TATA boxes upstream from the start site. The left junction (splice donor, AG
GTAAGT) and right junction (splice acceptor, NCAGG) sequences of the intron are shown.
Splice sites are indicated by the arrow between AG and GT of the splice donor and between
the two Gs of the splice acceptor. Pre-messenger RNA synthesis is initiated at the +1 (start)
site and proceeds in the 3′ direction.

polymerase recognizes the specific attachment site, the next two phases in transcription can
occur: initiation and elongation (John and Workman 1998).

Initiation involves “melting” the DNAaround the start site of transcription. The transition
from an initial complex to a transcribing complex is accompanied by structural changes
and movement of the DNA (Cramer et al. 2000).

2.5. RNA Transcripts Are Longer Than the
Protein-Coding Gene

The actual RNA transcript produced in eukaryotes is longer than the gene it is transcribing
because RNA polymerase transcribes a leader sequence, the length of which varies from
gene to gene. When the end of the gene has been reached, RNA polymerase continues to
transcribe a trailer segment before terminating its activities.

Termination of class II (protein-coding) genes appears to occur hundreds or even thou-
sands of nucleotides (nt) downstream of the 3′-end of the mRNA, which in turn generally
lies about 35 nt downstream from the site coding for a polyadenylation (polyA) signal,
AAUAAA (Figure 2.4).

The number of noncoding introns in class II genes varies, as does their length. The
boundaries between introns and exons often are determined by a consensus sequence to
ensure that the introns are spliced out of the transcript in a precise manner (Figure 2.5).

2.6. RNA of Protein-Coding Genes Must Be
Modified and Processed in Eukaryotes

In prokaryotes, the RNA transcript can be translated immediately into specific amino acid
sequences. In other words, it is the messenger RNA (mRNA). In eukaryotes, however, RNA
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Figure 2.5. Pre-mRNA is processed before it becomes mRNA. The initial transcript is capped at the 5′
end by adding a G, and the G is then methylated. The 3′ end is polyadenylated after the signal
AATAAA. The intron is removed after the left end is cut, and a lariat is formed between the G at
the 5′ end of the intron and the 3′ A nucleotide with an unusual 5′–2′ phosphodiester bond. The
right end of the intron is cut, the lariat is released, and the exons are then joined. The released
lariat is degraded later.

transcribed from DNA must be modified and processed before it can function as mRNA
(Figure 2.5).

Processing the pre-messenger RNA involves two activities: 1) modifying both ends of
the RNA molecule, and 2) excising the noncoding sequences (introns) contained within the
coding region.

Modifying the ends involves capping the 5′ end and adding a polyA tail to the 3′ end.
Newly synthesized eukaryotic RNA molecules are capped at the 5′ end by adding a terminal
guanine (G) that has been methylated on the 7 position and linked to the start site by an
unusual 5′–5′ triphosphate linkage (Figure 2.5). Capping appears to be necessary to enable
the ribosome to bind with the mRNA before protein synthesis can begin. The methylated
G nucleotide is added in a two-step process, with methylation occurring after a standard G
has been added. In some eukaryotes, additional methyl groups may be added to one or both
of the next two nucleotides of the mRNA molecule.

The 3′ end of eukaryotic RNA is modified by adding 40 to 200 adenine (A) residues
to a region near the 3′ end of the transcript to produce the poly(A) tail (Figure 2.5). The
polyadenylation does not simply add the A residues to the end of the transcript. First, a
cleavage occurs between 10 and 30 nt downstream of a specific polyadenylation signal,
which in insects is usually AAUAAA and is found in the 3′ noncoding region of the RNA.
This results in an intermediate 3′ end to which the poly(A) tail is added by the enzyme
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poly(A) polymerase. The length of the poly(A) tail may determine how long the mRNA
survives in the cytoplasm before being degraded.

2.7. Splicing Out the Introns

The third modification of the pre-mRNA involves splicing to remove any introns. Splicing
takes place in two steps. Introns have a 5′ donor and a 3′ acceptor end with common
consensus sequences (Figure 2.5). The 5′ donor end typically has the sequence GGUAAGU.
After a cut in the donor site, the G at the 5′ end forms a loop by attaching to an A nucleotide
a short distance upstream from the pyrimidines near the acceptor splice site. The consensus
sequence of the 3′ acceptor site is AGG. In the final step, a cut is made in the acceptor site
and the intron is freed. The exons are then joined together. The excised loop (intron) is
released as a lariat-shaped structure and is later degraded (Figure 2.5).

RNA splicing occurs in large multicomponent complexes called spliceosomes.
Spliceosomes are composed of more than 50 proteins and five types of small nuclear RNA
(snRNA) molecules (U1, U2, U4, U5, and U6) (Reed 2000). The active catalytic compo-
nents of the spliceosome are the snRNAs rather than the proteins, although the proteins are
required and participate in both assembly of the spliceosome and the splicing reaction. In
addition, a number of proteins play auxiliary roles in splicing and spliceosome assembly.

Because many pre-mRNAs contain multiple introns, the splicing machinery must be
able to identify and join the appropriate 5′ end and 3′ splice sites to produce a functional
mRNA. The specificity of the splicing operation is determined by the snRNAs, which
contain sequences that are complementary to the splice junctions (Cooper 2000, Hastings
and Krainer 2001).

Introns often have no function, and synthetic genes lacking introns can function quite
well. However, some introns are important in gene regulation and determine when, or in
what tissue, the gene will be transcribed. For example, sex determination in D. melanogaster
depends on a cascade of splicing and the pre-mRNA of the double-sex+ gene of the female
contains exon 4, while males lack it. Likewise, the splicing of Sex lethal+ and transformer+
varies by sex (see Chapter 10).

Mutations in introns can be neutral or alter gene regulation. Mutations in the splicing
signals may result in two classes of mutations. If an intron is not spliced out, a mutant
protein can be produced that functions abnormally. If splicing occurs at a different site than
normal, an abnormal mRNA is produced and a mutant protein also will be produced.

More than half the introns in Drosophila and other invertebrates are less than 80 nt long
(Guo and Mount 1995). Once mRNAis produced, it must be transported through the nuclear
envelope to the cytoplasm where it is translated.

2.8. Translation Involves Protein Synthesis

Translation is the second stage of Class II gene expression in which the information in the
mRNA is used to direct the synthesis of a polypeptide, the amino acid sequence of which
is determined by the nucleotide sequence of the RNA.

The genetic code consists of a triplet of adjacent ribonucleotides that specify an amino
acid (Table 1.1). Translation requires ribosomes, transfer RNA, a set of enzymes to cata-
lyze the attachment of each amino acid to its corresponding tRNA molecule (aminoacyl
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tRNA synthetases), and initiation, elongation, and termination factors. Translation occurs
in ribosomes located in the cytoplasm.

Ribosomes are cellular organelles, consisting of two subunits, each composed of riboso-
mal RNA and proteins. The smaller subunit binds mRNA and the anticodon end of tRNAs
and helps to decode the mRNA. The larger subunit interacts with the amino acid-carrying
end of tRNAs and catalyzes the formation of the peptide bonds.

The mechanisms whereby ribosomes engage a mRNA and select the start site for
translation are more complicated in eukaryotes than in prokaryotes (Dever 1999, Kozak
1999, Preiss and Hentze 1999). However, the fundamental components of translation are
conserved: ribosomal RNAs are strongly conserved in both primary and secondary struc-
ture among all organisms. The majority of ribosomal proteins are conserved, as well as
the elongation factors, the tRNAs, and the aminoacyl-tRNA synthetases (Kyrpides and
Woese 1998).

Initiation sites in eukaryotic mRNAs are reached by a scanning mechanism that predicts
translation should start at the AUG codon nearest the 5′ end of the mRNA. The selection
of the start codon sets the reading frame that is maintained throughout subsequent steps in
the translation process. Protein synthesis is often regulated at the level of initiation, which
makes it an important step.

Recent evidence indicates that the RNA of the larger ribosomal subunit carries out the
formation of the peptide bonds; thus, the ribosome is a ribozyme, meaning that the RNA
acts as an enzyme. The RNA carries out the key peptidyl transferase reaction (Cech 2000,
Nissen et al. 2000). By contrast, the proteins in the ribosome are structural units and help
to organize key catalytic RNA elements.

Translation of the genetic information in eukaryotes begins when a mRNA molecule
binds to the surface of a ribosome and the initiation codon (AUG) is selected. The Met-
tRNAinteracts with theAUG start codon of the mRNA. More than nine eukaryotic initiation
factors (elFs) have been identified, and several of them are composed of multiple polypeptide
chains. This large number of polypeptides suggests that protein-protein interactions play
an important role in initiation of translation (Dever 1999).

Current models of initiation of translation suggest that factor elF2 forms a complex with
GTP and the initiator Met-tRNA (Dever 1999). This complex then associates with a 40S
ribosomal subunit and several other initiation factors (including elF1, elF1A, and elF3).
This preinitiation complex is then ready to bind to an mRNA that has been prepared for
ribosome binding by the elF4 proteins. The ribosome is thought to bind to the mRNA
near its 5′ end and then scan the mRNA for the initiating AUG codon in order to form the
48S preinitiation complex. The elF5 factor stimulates GTP hydrolysis by elF2 in the 48S
complex, which results in release of the initiation factors from the ribosome and enables
the 60S ribosomal subunit to complete the initiation process. The ribosome is now poised
for translation elongation. Hydrolysis of GTP in the 48S complex results in the release of
a stable elF2–GDP complex.

Transfer RNAs carry an amino acid to the ribosome where they bind to the mRNA
molecule attached to the ribosome. Transfer RNAs have a three-base sequence, called an
anticodon, that is complementary to a specific codon in mRNA and a site to which a
specific amino acid is bound (Figure 2.6). Binding between the mRNA and tRNA occurs by
hydrogen bonds. Proteins within the ribosome function as cofactors, buttressing, stabilizing,
and orienting the floppy ribosomal RNA into a specific, active ribozyme.

Peptide bonds are made between the successively aligned amino acids until the stop
codon at the end of the mRNA is reached (UAA, UAG, or UGA) and the completed
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Figure 2.6. A tRNA molecule has a complex shape. Bases numbered from 1 to 76. A few bases that are
present in almost all tRNA molecules are identified by letters. The Greek letter ψ is a symbol
for the unusual base pseudouridine. The amino acid attachment site is at the 3′ end of the tRNA,
and the anticodon (the genetic code that determines the amino acid order) is at the bottom of
the diagram.

protein is released. The polypeptide is thus synthesized from the amino end toward the
carboxyl end.

Transfer RNAs are small, single-stranded molecules ranging in size from 70 to 90
nucleotides (Figure 2.6). Internal complementary base sequences allow the molecule to
form short double-stranded regions, which yields a folded molecule in which open loops
are connected to each other by double-stranded stems. The three-dimensional structure of
tRNAmolecules is complex. One significant region is the anticodon sequence region, which
consists of three bases that can base pair with the codon in the mRNA. A second critical
site is the 3′ end of the molecule where the amino acid attaches.

A specific enzyme called aminoacyl tRNA synthetase matches each amino acid with
the tRNA attachment site. Transfer RNA molecules and their synthetases are desig-
nated by giving the name of the amino acid that is specific to each particular tRNA
molecule. Thus, leucyl-tRNA synthetase attaches leucine to tRNALeu. If an amino acid
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is attached to a tRNA molecule, it is “charged.” Usually, one, and only one, aminoacyl
synthetase is found for each amino acid. However, there are fewer aminoacyl synthetases
than there are codons for amino acids. Thus, the aminoacyl synthetases must recognize
more than one codon. The wobble hypothesis suggests that base pairing is most critical
with the first two bases of the codon but that pairing is extremely flexible in the third
position.

Gene translation in eukaryotes usually involves structures more complex than a single
ribosome processing a single mRNA molecule. Thus, after about 25 amino acids have been
joined together in a polypeptide, the AUG initiation codon is free of the ribosome and a
second polypeptide can begin to form. When the second ribosome has joined about 25 amino
acids, a third ribosome can attach to the initiation site. This can result in mRNA molecules
with many ribosomes, all moving in the same 5′ to 3′ direction. This large unit is called a
polysome. Figure 2.7 illustrates a polysome isolated from a midge larva, Chironomus. This
electron micrograph, magnified ca. 140,000 times, shows the start of a mRNA molecule on
the bottom right (Kiseleva 1989). The structure at the top shows the end of the molecule,
with the growing proteins shown attached to the ribosomes.

Proteins are linear chains of amino acids that adopt unique three-dimensional structures
which allow them to carry out their biological functions. All the information needed to
specify a protein’s three-dimensional structure is contained within its amino acid sequence
(Denton and Marshall 2001). Protein folds are the basic constructional units of pro-
teins, each consisting of between 80 and 200 amino acids. Some proteins consist of a
single fold, but most are a combination of two or more. Protein folds are limited to a
finite number of distinct structural families containing a number of closely related forms
(Denton and Marshall 2001). It is estimated that the total number of permissible folds is
about 4000. Given suitable conditions, most small proteins will fold spontaneously into
their three-dimensional form (Baker 2000). The ability to predict protein structure and
folding mechanisms should help in understanding how the protein functions. The funda-
mental physics underlying folding appears to be relatively simple and is determined by
the topology of the folded protein (Baker 2000). The challenge is to improve protein-
folding models so that they can contribute to the understanding of genome sequence
information.

Figure 2.7. A micrograph of polysomes from salivary gland cells of the midge Chironomus. Here the
ribosomes are moving in order along messenger RNA, gradually extending their individual
protein chains. The start of the polysome is at the bottom and the end is at the top.
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2.9. mRNA Surveillance: Damage Control

It is very important that mRNA be accurately produced; otherwise, damaged or truncated
proteins are produced (Hilleren and Parker 1999, Maquat and Carmichael 2001). An mRNA
surveillance system in eukaryotes monitors pre-mRNA processing and RNA translation.
mRNA surveillance increases the fidelity of gene expression by degrading aberrant mRNAs
that, if translated, would produce truncated proteins.

RNA surveillance also assesses whether the transcripts possess the proper regulatory
elements. Thus, mRNA surveillance is important in defining which mRNA molecules
become available for translation and, hence, which proteins are produced within the cell.

The actual events in mRNA surveillance involve a rapid decapping of the transcript
leading to 5′ to 3′ exonucleolytic degradation. Transcripts targeted for decay by the mRNA
surveillance system are decapped whether or not the 3′ poly(A) tail is shortened.

Messenger RNA is recognized as imperfect only after the mRNA has been translated by
the ribosomes. Apparently, a critical step in the surveillance process is the recognition that
the mRNAhas an improper termination signal. Translation termination at a nonsense or pre-
mature termination codon is somehow interpreted as improper (Hilleren and Parker 1999).

2.10. Import and Export from the Nucleus

The nucleus distinguishes eukaryotes from prokaryotes. The nucleus contains the nuclear
genetic information and is the cell’s control center where DNA replication, transcription,
and RNA processing take place. The final stage of gene expression, translation, occurs in
the cytoplasm.

The nucleus is surrounded by a nuclear envelope consisting of two nuclear membranes
constructed of phospholipid bilayers, an underlying lamina (a network of lamin filaments
that provide structural support), and nuclear pore complexes. The nuclear lamina is thought
to serve as a site where the chromosomes attach. The inner and outer membranes of the
nuclear membrane are joined at the nuclear pore complexes, which are the only channels
through which small polar molecules and macromolecules are able to travel through the
nuclear envelope.

The nuclear membranes prevent the free movement of molecules between the nucleus
and the cytoplasm, thus maintaining the nucleus as a distinct biochemical compartment.
The outer nuclear membrane is similar in structure to the membranes of the endoplasmic
reticulum, to which it attaches.

The nuclear pore complex, through which all molecules entering and exiting the nucleus
must pass, has a diameter of about 120 nanometers (nm) and a mass of approximately 125
million daltons, which is about 30 times the size of a ribosome (Cooper 2000). More than
50 different proteins are found in the nuclear pore complex.

Messenger RNAis transported from the nucleus to the cytoplasm through the nuclear pore
after synthesis and processing within the nucleus. Proteins required for nuclear functions
(such as transcription factors, histones, DNA polymerases, RNA polymerases, and splicing
factors) are manufactured in the cytoplasm and transported into the nucleus. Transport
of molecules through the pore can be a passive or an active, energy-dependent process.
The passive transfer of molecules through the nuclear pore complex involves only small
molecules and proteins less than 50 kDa in size. These molecules diffuse passively through
open aqueous channels approximately 9 nanometers (nm) in diameter.



40 2. Transcription, Translation, and Regulation of Eukaryotic DNA

Most proteins and RNAs are transported actively into and out of the nucleus. During
active transport, the nuclear pore can open to a diameter of more than 25 nm. Some proteins
are recognized and transported because they carry specific signals (exportins) that bind to
a receptor on the transport machinery (Nakielny and Dreyfuss 1999).

Pre-mRNAs and mRNAs are associated with a set of at least 20 proteins, forming a
heterogeneous nuclear ribonucleoprotein complex (hnRNP) throughout their processing
in the nucleus and transport to the cytoplasm. At least two of the hnRNP proteins contain
nuclear export signals.

Small nuclear RNAs (snRNAs) function within the nucleus as components of the RNA
processing machinery. These RNAs are initially transported from the nucleus to the
cytoplasm where they associate with proteins to form functional small nuclear ribonu-
cleoproteins (snRNPs), and then return to the nucleus. Proteins that bind to the 5′ caps
of snRNAs appear to be involved in the export of the snRNAs to the cytoplasm, while
other sequences are responsible for their transport from the cytoplasm into the nucleus
(Cooper 2000).

2.11. Transport of Proteins within the Cytoplasm

Proteins are transferred into the endoplasmic reticulum while they are being translated on
membrane-bound ribosomes. The endoplasmic reticulum (ER) is a network of membrane-
enclosed tubules and sacs (cisternae) that extend from the nuclear membrane throughout the
cytoplasm. The entire endoplasmic reticulum is enclosed by a continuous membrane and is
the largest organelle of most eukaryotic cells. Proteins destined to remain in the cytosol (the
fluid portion of the cytoplasm, excluding organelles) or to be incorporated into the nucleus
or mitochondria are synthesized on free ribosomes and released into the cytosol when their
translation is complete.

Two types of ER, the rough and the smooth, perform different cellular functions. The
rough ER is covered by ribosomes on its outer surface and functions in protein processing.
The smooth ER functions in lipid metabolism (Cooper 2000). The details of the ER transport
are an active area of research, but appear to involve different pathways for tRNA, ribosomal
RNAs, and mRNAs (Stutz and Rosbash 1998).

Proteins move across the ER membrane through a hydrophilic channel that is evolution-
arily ancient (Matlack et al. 1998). The ER membrane channel translocates proteins and
also integrates membrane proteins into the lipid bilayer. Thus, the ER membrane channel
must identify the signal sequences of the proteins, open in response to the signal, transport
the protein from one side of the membrane to the other, and close. For membrane-spanning
proteins, some parts must be moved across the membrane, while others must be left in the
cytoplasm. The endoplasmic reticulum has several mechanisms to ensure that only properly
folded proteins enter the secretory pathway (Reddy and Corley 1998).

Proteins received from the ER are further processed and sorted for transport to their
eventual destinations in the Golgi complex (Rothman 1994, Cooper 2000). The Golgi
complex is a cytoplasmic organelle specialized for processing and sorting proteins and
lipids prior to their transport to lysosomes, the plasma membrane, or secretion. The Golgi
is made of flattened membrane-enclosed sacs (cisternae) and associated vesicles. Proteins
from the ER enter one side of the Golgi and exit from the opposite side. As the proteins
pass through the Golgi they are modified; modifications that occur within the Golgi include
glycosylation.
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Glycosylation involves adding carbohydrates to proteins. Proteins, lipids, and polysac-
charides are transported from the Golgi complex to their final destinations via different
kinds of transport vesicles. The precise mechanism by which the Golgi functions remains
disputed (Featherstone 1998), but the Golgi appears to be in constant flux, each cisterna
emerging from the ER with its load of proteins and then carrying the proteins across the
Golgi, while at the same time putting the finishing touches on the proteins.

2.12. mRNA Stability

Many of the genes involved in development are expressed for a short time and in precisely
defined domains of the body. These genes often are involved in activating expression of
genes that are “downstream” in the developmental pathway. Thus, gene expression must be
precisely regulated if cell identity is to be specified. Modifying the rate of transcription of
DNA is not always sufficient to maintain fine-tuned developmental processes. Sometimes
existing mRNAs and proteins must be removed or deactivated, which involves regulating
mRNA stability (Surdej et al. 1994).

Several mechanisms are involved in regulating mRNA stability, including removal of the
poly(A) tail, premature termination of translation due to a premature termination codon,
and, perhaps, mRNA localization. For example, during development of Drosophila, the
process of cellularization of the blastoderm can result in the destabilization of the bicoid
mRNA.

2.13. Chaperones and the Proteosome

Maintaining the function of proteins within cells depends on more than transcription and
translation. The initial folding of proteins and the assembly of multiprotein complexes
sometimes require the assistance of molecular chaperones—proteins that catalyze protein
folding. Chaperones prevent proteins from aggregating into insoluble, nonfunctional blobs
and help them reach and maintain a stable functional state. Understanding of protein folding
has increased dramatically in the past few years (Radford 2000). The new view of folding
indicates there is not a single, specific folding pathway; rather there are potentially a plethora
of routes to the folded protein, and which pathways are used will depend on the amino acid
sequence, the topology of the protein, and the experimental conditions. Different routes
might be used and/or different intermediates and transition states observed as a consequence
of relatively small alterations of a common free-energy profile.

After initial folding and assembly, proteins may be damaged. Such proteins can be
rescued (refolded) by chaperones or destroyed by proteases. The efficiency and cost of
protein quality depend on a balance among folding, refolding, and degradation (Wickner
et al. 1999).

Controlled degradation of proteins inside the cell is essential. For example, protein
degradation is important in cell-cycle control, heat shock response, programmed cell
death, muscle atrophy, immune response, metamorphosis, development, and differentiation
(Mykles 1999). Proteins targeted for destruction are marked by the attachment of a small
protein called ubiquitin, and, following unfolding, the protein is degraded within a large
protein complex known as the proteosome (Stuart and Jones 1997). Protein degradation
is potentially hazardous to the cell and must be restricted to specific sites and times in
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order to prevent the improper destruction of useful proteins. The proteosome provides a
compartment to confine the proteolytic action to proteins that carry a degradation signal.

2.14. RNA Silencing or Interference

RNA silencing (RNA interference) appears to be a mechanism for defending against the
invasion of mobile DNA elements (transposable elements), which can cause mutations
when they insert themselves into or close to a gene.

When double-stranded (ds) RNAis injected into eukaryotic cells by transposable elements
and viruses, the ds RNA appears to function as a signal that the cell is being invaded because
most RNA in a cell is single-stranded. Thus ds RNA elicits a defense response called RNA
silencing/interference (Matzke et al. 2001).

RNA silencing/interference involves cutting the ds RNA up into smaller chunks of about
22 nt. These fragments are then degraded in a second reaction by RNase. The two-step
reaction is efficient because each molecule of ds RNA primes several RNase molecules, so
the cell can mount a large response to only a few ds RNA molecules (Baulcombe 2001).

RNA silencing has been used experimentally to knock out gene function in order to
study the role of specific genes in development. RNA silencing also has been proposed as
a method for modifying pest arthropods for pest management programs (see Chapter 14).

2.15. Gene Regulation in Eukaryotes

At any one time, only about 15% of all the genes in an insect cell are turned on (Harshman
and James 1998). Thus, insect development, behavior, and reproduction are determined
by the expression of different genes at different times in different tissues. Research on
the control of gene expression in Drosophila is expected to help resolve the fundamental
principles of eukaryotic gene regulation (Harshman and James 1998).

Some eukaryotic genes code for essential metabolic enzymes or cell structural compo-
nents and are expressed constitutively at a specific level in all cells. Such genes are often
called housekeeping genes, but most genes are not expressed continuously in eukaryotic
organisms. After cells differentiate, gene regulation may be influenced by environmental
cues such as hormones, nutrients, or temperature. The control of gene expression is called
gene regulation.

Gene regulation in eukaryotes is less well understood than it is in prokaryotes, but appears
to be achieved by:

1. regulating the level of transcription,
2. alternative splicing of mRNA transcripts,
3. DNA amplification,
4. programmed rearrangements of DNA,
5. methylation of cytosine bases, or
6. translational control.

Different genes are regulated differently, and gene regulatory mechanisms are often
surprisingly complex, employing more than one method.

Regulation of transcription is the most common method of gene regulation in eukaryotes.
Messenger RNAmolecules generally are short-lived, probably persisting only a few minutes
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or hours. Rapid turnover means that the amount of a particular mRNA in the cell can be
controlled by adjusting the rate of transcription of specific genes. Both negative and positive
transcriptional regulation can occur.

Transcriptional regulation involves transcriptional activator proteins that bind with an
upstream DNA sequence to prepare a gene for transcription. They may help assemble
a transcriptional complex, or they may initiate transcription by an already-assembled
transcriptional complex. Some transcriptional activator proteins have a helix–turn–helix
structure, which is a sequence of amino acids that form a pair of alpha helices separated by
a bend. These helices fit into the grooves of a double-stranded DNA molecule and allow
the proteins to bind to the DNA, although the specificity of the binding is determined by
other parts of the protein (Harrison 1991). Examples of helix–turn–helix DNA-binding pro-
teins in insects include the homeo domain, which is found in genes such as engrailed and
Antennapedia, which are important in regulating development of Drosophila melanogaster
(described in more detail in Chapter 3).

Zinc finger proteins are a second type of transcriptional activator protein. They are
characterized by loops (fingers) of repeating amino acid sequences each associated with a
zinc atom. Zinc finger proteins bind in the major groove of the DNA helix (Figure 2.8) of
an upstream DNA sequence to prepare a gene for transcription.

Leucine zippers are a third type of DNA-binding protein. Leucine zippers are DNA
binding proteins that contain four to five leucine residues separated from each other by
six amino acids. The leucines on two protein molecules can interdigitate and dimerize in a
specific interaction with a DNA recognition sequence (Abel and Maniatis 1989).

Hormones may turn on the transcription of specific sets of genes. For example, steroid
hormones penetrate a target cell through diffusion because steroids pass freely through
the cell and nuclear membranes. The nuclei of target cells contain specific receptor pro-
teins that form complexes with the hormone, which then undergoes modification in its
three-dimensional form and enables the receptor–hormone complex to bind with particular
sequences in the DNA and stimulate or repress transcription. In the lepidopteran Manduca
sexta, ecdysone, a steroid, acts directly on the genome both to activate and repress genes.
Ecdysone initiates and coordinates the molting process and thus the sequential expression
of stage-specific genes (Riddiford et al. 1990).

Figure 2.8. Amino acid sequence of a portion of a protein containing zinc fingers drawn to illustrate the
finger motif. Zinc finger proteins are able to recognize specific DNA sequences. The fingers
can intercalate into the DNA molecule and are important in gene regulation.
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Hormone–receptor complexes and transcriptional activator proteins bind with specific
DNA sequences called enhancers. Enhancer sequences can be found in a variety of sites in
relation to the target gene (Figure 2.3). Enhancers can be long or short distances upstream
(5′) from the target gene; they may be included in introns within the coding region of
the target gene, or even at the 3′ end of the gene. Some enhancers respond to molecules
produced inside the cell during development, and many genes are under the control of
several enhancers so they can respond to a variety of internal and external molecular
signals.

In the living cell, the DNA of the chromosome is tightly bound up with proteins called
histones and other proteins that can make transcription of the genes difficult by preventing
the association of proteins with the DNA that are needed for gene transcription (Grunstein
1997, Pennisi 1997, Workman and Kingston 1998). At least four different enzymes, called
nuclear histone acetylating enzymes, are associated with the transcription complex and add
simple chemical groups known as acetyls to the histones to open the DNAup to transcription.
In addition, there are five more enzymes that can undo the reaction and remove acetyls from
the histones, thus making transcription more difficult.

The physical location of a gene within the nucleus may be important in gene regula-
tion (Cockell and Gasser 1999). For example, correlations have been found between gene
silencing and the gene’s proximity to a heterochromatic region or to the periphery of the
nucleus. Unfortunately, it is not known whether this is a causal relationship; it is possible
that gene silencing changes the gene’s structure so that it becomes heterochromatic and
located near the periphery of the nucleus (Singer and Green 1997). Heterochromatic DNA
is usually condensed (making it stain intensely), and any genes within heterochromatic
regions usually are inactive.

The components in a typical Class II eukaryotic gene are illustrated in Figure 2.3.
A transcriptional complex binds to the promoter to initiate RNA synthesis. The coding
regions of the gene (the exons) are interrupted by introns that are eliminated in RNA
processing. Transcription is regulated by enhancer elements (numbered 1–6) that respond
to different molecules. Because enhancers may respond to different signals or cell condi-
tions, genes can be regulated by a combination of different enhancers. Combinatorial control
of gene transcription makes it possible to increase the complexity of gene regulation. If tran-
scription is determined by which pattern of binding state occurs, then a small number of
regulatory molecules can yield a large number of different regulatory patterns for different
life stages or tissues.

Some genes have two or more promoters. Each promoter usually is active in different
cell types, which allows for independent regulation of transcription (Figure 2.9). The dif-
ferent promoters yield different primary transcripts that code for the same polypeptide.
Thus, transcription in insect larvae could be controlled by one promoter (Figure 2.9B) and
transcription in adults by another (Figure 2.9C).

Different cell types can produce different quantities of a protein or different proteins
by alternative splicing of mRNA. Differential splicing of exons A and B can result in
different rates of synthesis, although the proteins may be identical. In other cases, the
proteins produced are different as a result of alternative splicing. Alternative splicing is
involved in many aspects of development, including determining the sex of an insect (see
Chapter 10). Alternative splicing also makes it possible for protein diversity to be greater
than the number of genes in a genome (Graveley 2001).

RNA editing involves altering the sequence of the RNA after it has been transcribed and
before it has been translated. RNA editing apparently is widespread in both prokaryotes and
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Figure 2.9. Gene regulation can be achieved with the use of alternative promoters. (A) In this gene there
are two introns within the coding region. (B) The mRNA transcript in larvae uses the promoter
nearest the 5′ end of the coding region. (C) In adults, the promoter further upstream is used,
and much of the leader sequence used in larvae is removed by splicing.

eukaryotes and results in functionally distinct proteins produced from a single gene (Maas
and Rich 2000).

Gene regulation also can occur by controlling translation of the message into protein.
Translational regulation can occur in several ways: 1) inability to translate an mRNA
molecule unless a particular signal is present, 2) regulation of the longevity of a particular
mRNA molecule, 3) regulation of the rate of protein synthesis, and 4) localization of
transcripts where translation is required (Lipshitz and Smibert 2000).

An example of inability to translate a mRNA unless a particular signal is present is found
in unfertilized eggs, which are biologically static. After fertilization, many new proteins
are synthesized, including the mitotic apparatus and cell membranes. However, unfertilized
eggs can store large quantities of mRNA for months in an inactive form that abruptly and
rapidly becomes active within minutes after fertilization. The timing of translation is thus
regulated.

2.16. Insulators and Boundaries

Each gene is embedded within a chromosomal environment of other DNA sequences that
have the potential to affect its expression (Bell et al. 2001, Cai and Shen 2001). For exam-
ple, regulatory elements (enhancers or silencers) associated with nearby genes could disrupt
normal expression of a gene. To combat the intrusion of extraneous regulatory elements
upon a specific gene, specialized DNAsequences called insulators provide a barrier against
influences from surrounding DNA sequences. Insulators regulate gene activity by block-
ing enhancer–promoter interactions when positioned between the enhancer and promoter
(Cai and Shen 2001).
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Insulators also have the ability to protect against “position effects.” When genes are
moved from their normal site in the chromosome, they may be expressed differently in the
new location. This is often the case with transgenes (foreign genes artificially introduced
into an organism) (Geyer 1997). This variability in expression may be due to the nearness
of an enhancer or silencer or the presence of nearby inactive heterochromatin.

2.17. Chromosome or Gene Imprinting by
Methylation in Insects?

Imprinting is a reversible, differential marking of genes or chromosomes that is determined
by the sex of the parent from whom the genetic material is inherited. One method of
imprinting DNAin some organisms involves methylation. Imprinted genes or chromosomes
behave differently.

Methylation of cytosines at the carbon 5 position of CpG dinucleotides is common
in many prokaryotes and eukaryotes (Colot and Rossignol 1999, Ng and Bird 1999). In
prokaryotes, methylation is apparently part of a defense system against invading DNA
parasites. However, in eukaryotes methylation can be associated with several functions,
including inhibiting transcription initiation, arresting transcript elongation, serving as a
signal for imprinting, and suppressing homologous recombination (Colot and Rossignol
1999). Usually, methylated DNA is inactive or expressed at a very low level. In mammals,
DNA methylation is common, and mammalian DNA contains about 1 to 2% of the cytosine
as 5-methylcytosine. In mammals, DNA methylation regulates chromatin structure, gene
repression, parental imprinting, and X-chromosome inactivation in females. However, DNA
methylation is not always the cause of gene inactivity.

The role of methylation in insects is controversial. In some insects, such as scale
insects or mealybugs, differential marking of paternally transmitted chromosomes leads
to the inactivation or elimination of the paternal chromosomes (White 1973). For exam-
ple, citrus mealybug males and females develop from fertilized eggs, and there are no
sex chromosomes. However, in embryos destined to be males, one haploid set of chro-
mosomes becomes heterochromatic and remains so in most of the tissues. Thus, males
are functionally haploid because one chromosomal set, invariably the chromosomes inher-
ited from the father, is inactivated. Bongiorni et al. (1999) found that the chromosomes
derived from the citrus mealybug fathers actually are hypomethylated (containing a
lower amount of methylation of the DNA) than are the chromosomes from the females.
As a result, the mechanism by which imprinting and heterochromatinization occurs is
unknown in these mealybugs, but methylation of the DNA is not involved (Buglia et al.
1999).

The amount of DNA methylation observed in insects varies. DNA methylation has
been found in homopterans, including Megoura viciae, Planococcus lilacius, Pseudo-
coccus calceolariae, P. obscurus, and Myzus persicae; orthopterans, including Locusta
migratoria, Eyprepocnemis ploras, Pyrgomorpha conica, Gryllotalpa fossor, and Baetica
ustalata; and the lepidopteran Bombyx mori (Manicardi et al. 1994, Regev et al. 1998).
Differential expression of alleles due to imprinting has been observed in Drosophila
melanogaster (Golic et al. 1998, Regev et al. 1998), but the subject of DNA methyla-
tion in D. melanogaster has been controversial (Gowher et al. 2000, Lyko et al. 2000).
Gowher et al. (2000) estimated that D. melanogaster DNA has approximately 50 times less
methylcytosine than do mammals, which explains why it is difficult to detect methylation
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in Drosophila. However, using a sensitive detection method, 5-methylcytosine was found
in all stages of D. melanogaster development (Gowher et al. 2000). DNA methylation
appears to be lacking in some other Diptera (D. virilis, Sciara coprophila, Musca domestica,
Sarcophaga bullata) or present at only low levels (Culex bitaeniorhynchus, Chironomus
plumosus, Anopheles maculipennis, Aedes albopictus) (Regev et al. 1998, Tweedie et al.
1999).

2.18. Eukaryotic Genomes and Evolution

The discovery of split genes and RNA splicing has been a critically important finding and
has elicited considerable thought regarding the origin and evolution of eukaryotic genomes.
Gene regulation, and especially RNA splicing, is probably central to understanding the
development of complex multicellular eukaryotic organisms. Alternative RNA splicing
produces multiple mRNAs that encode different proteins (Sharp 1994). The spliceosome
process for excising introns is probably as old as the ribosomal process for translation. Thus,
the eukaryotic cell has two compartments: the nucleus, where the spliceosome processes
pre-mRNAs by RNA catalysis; and the cytoplasm, where the ribosome translates mRNAs
by RNA catalysis.

Evolution in eukaryotes by changes in RNA processing is aided by the availability
of an intron-rich, repeat-rich genome, which allows new gene products to evolve based
on changes in RNA processing (Herbert and Rich 1999). Thus, the eukaryotic genome
can be thought of as a “junkyard” in which solutions to any number of problems can
occur with the assembly of old components into new combinations by changes in RNA
processing.

Unlike prokaryotes, eukaryotic organisms make RNA that differs from the DNA in the
genome. This allows genomic information to be influenced by information derived from the
environment. For example, numerous gene products can act on an mRNA, some affecting
nucleotide sequence while others can change the half-life and translatability. Thus, the way
in which pre-mRNA is processed in eukaryotes has led to new evolutionary opportunities
(Herbert and Rich 1999). A full understanding of the evolution of eukaryotes appears to
require knowledge of the continual interplay between RNA and DNA.

The organization of DNA in nuclear chromosomes and in cytoplasmic mitochondria is
described in Chapter 3.
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3.1. Overview

DNA is found in chromosomes, which are very complex structures in the nucleus of insect
cells. Each chromosome contains a single linear DNA molecule combined with a variety
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3.2. Introduction 51

of proteins, including histones. DNA and histones form structures called nucleosomes.
Nucleosomes are arranged in a higher level of organization that serves to condense the
DNA. Chromosomes visible by light microscopy may have discrete structures called
centromeres, to which spindle fibers attach so that chromosomes are distributed to the
daughter cells in an orderly fashion during mitosis and meiosis, although some insect
chromosomes have diffuse centromeres along the entire chromosome. The centromeres
of eukaryotic chromosomes are complex regions that play a fundamental role in chromo-
some movement. Chromosomes always have telomeres at the ends, which are specialized
structures that help maintain the ends of chromosomes in a stable state. In polytene tis-
sues such as Drosophila salivary glands, banding patterns are visible after staining by
light microscopy. The bands staining lightly are called euchromatin, and darkly staining
bands are called heterochromatin. Eu- and heterochromatin represent active and less active
regions, respectively, during somatic interphase. In most insects, there are two copies of
each chromosome and hence two copies of each gene (2n = diploid complement), although
polyteny or gene amplification can increase the copy number of chromosomes or genes.
The reproductive cells (eggs, sperm) contain a single copy (haploid complement = n) of
chromosomes.

Chromosomes contain single-copy DNA (DNA present only once in the genome that
codes for a polypeptide), highly repetitive DNA, moderately repetitive DNA, intergenic
regions, centromeres, and telomeres. Intergenic regions may contain transcription and
regulatory information, but a large amount of this region is of unknown function. Many
types of transposable elements have been identified in both the coding and noncoding
regions of arthropod chromosomes. Transposable elements are DNA sequences capable
of moving within and among chromosomes. Transposable elements, or their defec-
tive derivatives, make up a significant portion of the middle-repetitive DNA in insect
chromosomes.

Arthropods also contain chromosomal DNA in mitochondria, which are located
in the cytoplasm of the cell. Mitochondria are considered remnants of a microbial
endosymbiont.

3.2. Introduction

DNA in insects is organized into chromosomes, which are complex structures. Different
insect species have a different number of haploid chromosomes, ranging from one to 221.
Insect chromosomes were among the first chromosomes to be investigated, and studies
of insect chromosomes have provided fundamental advances in genetics, including the
initial proof that genes are on chromosomes and that spindle fibers exist in living cells and
are not fixation artifacts (Ault 1996).

The complete sequence of the Drosophila genome, only the third eukaryotic genome to
be sequenced after yeast (Saccharomyces cerevisiae) and the nematode (Caenorhabditis
elegans), became available in 2000 (Adams et al. 2000, Celniker 2000). The Drosophila
genome is about 180 megabases (Mb), and contains approximately 13,600 genes and about
60 Mb of noncoding DNA called heterochromatin (Celniker 2000). Because heterochro-
matin cannot be cloned stably, the sequences obtained primarily are from the euchromatin
regions that contain active genes. The function of the noncoding, heterochromatic DNA
is of great interest because it could provide clues about genome evolution and gene
regulation.
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52 3. Nuclear and Extranuclear DNA in Insects

3.3. C Value Paradox

There appears to be a great deal more DNA in eukaryotic organisms than is actually needed
to code for the number of genes estimated for a specific species. This discrepancy is known
as the C value paradox.

Genome size seems to bear little relationship to organismal complexity or the number
of genes encoded. For example, genome size varies widely among insect species, with up
to 250-fold differences in C values known (Petrov et al. 2000). The locust Schistocerca
gregaria has a C value of 9,300,000 kilobases (kb), 52-fold more than Drosophila
melanogaster, but is unlikely to have 52 times as many genes (Wagner et al. 1993). Among
37 species of tenebrionid beetles, nuclear DNA content varies by a factor of 5 (Juan and
Petitpierre 1991).

Genome size also can vary within species. For example, diploid cells in the mosquito
Aedes albopictus contain 0.18 to 6 picograms (pg) of DNA, and C values vary by a factor
of 3 (from 0.62 to 1.6 pg) among different populations of A. albopictus (Kumar and Rai
1990). The amount of DNA in insect cells is difficult to measure because many tissues are
polyploid, with different tissues having different degrees of ploidy.

Polyploidy occurs when the amount of DNA in an organism increases over the usual
diploid (2n) amount, usually by duplicating the number of chromosomes, perhaps to 3n or
4n or more. Polyploidy can occur throughout an organism’s cells or in just some tissues.
A few insects are polyploid in all tissues (Otto and Whitton 2000), but many insects have
polyploid tissues within a diploid body. For example, the diploid blood cells of Bombyx
mori contain 1 pg of DNA/blood cell, but a polyploid silk gland cell in the same insect
contains 170,000 pg of DNA.

DNA content within cells also varies with developmental stage. At metamorphosis, the
amount of DNA in B. mori declines by 81% after adults emerge from the pupal stage, which
is probably due to histolysis of the polyploid larval silk glands and other polyploid cells.

Noncoding DNA can constitute 30% to more than 90% of the insect genome. This
noncoding DNA has been called junk, parasitic, or selfish. There are several hypotheses to
explain its persistence in genomes. One suggests that the noncoding DNAperforms essential
functions, such as global regulation of gene expression. According to this hypothesis,
the junk DNA is functional and deletions of such DNA would have a deleterious effect.
A second hypothesis is that the noncoding DNA is useless, but is maintained because it is
linked physically to functional genes; the excess DNA is not eliminated because it does not
affect fitness of the organism and can be maintained indefinitely in the population. A third
hypothesis suggests that the noncoding DNA is a functionless parasite that accumulates and
is actively maintained by selection. A fourth hypothesis is that the DNA has a structural
function, perhaps for compartmentalizing genes within the nucleus, or for maintaining a
structural organization (nucleoskeleton) within the nucleus (Manuelidis 1990, Manuelidis
and Cher 1990). Of course, all these hypotheses could be correct.

The lack of correlation between genome size and complexity or gene number (C value
paradox) remains a topic of study because, unless the noncoding DNA has a function, such
DNA constitutes a “load” upon the insect and should be lost over evolutionary time. Petrov
et al. (1996) provided evidence that nonessential DNA is lost at a higher rate in Drosophila
species than in mammalian species, suggesting that differences in genome size may result
from persistent differences between organisms in the rate of loss of nonessential DNA.
Petrov et al. (2000) provided additional support for this hypothesis by comparing DNA
loss in two insect genera (Laupala crickets and Drosophila) with different genome sizes.
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3.4. Repetitive DNA Is Common in Insects 53

The crickets have a genome size an order of magnitude larger than that of Drosophila and
eliminate nonessential DNA one-fortieth as quickly.

3.4. Repetitive DNA Is Common in Insects

Much of the noncoding, heterochromatic junk DNA in insects is repetitive DNA—specific
nucleotide sequences that are repeated several times to millions of times. Repetitive DNA
has been classified as highly repetitive (sequences repeated several hundred to several
million times per genome), or as moderately repetitive. Highly repetitive DNA is found in
and near centromeres, telomeres, and other heterochromatic regions. Moderately repetitive
DNA sequences are repeated 100 to 10,000 times and include genes that code for ribosomal
RNA (rRNA) and transfer RNA (tRNA). Moderately repetitive sequences are found in
euchromatic regions, as well as in heterochromatic regions of the genome.

Species vary in the number of repeated elements in their genome. For example,
Drosophila melanogaster has about 30% of its genome as repetitive DNA, but about 60%
of the genome of D. nasutoides is repetitive DNA. More than 90% of the genome can be
noncoding repetitive DNA. Some insects such as aphids have small amounts of repetitive
DNA, which could be associated with a faster development time (Ma et al. 1992).

Repetitive and single-copy DNA are present in two different patterns in insect genomes.
The short period interspersion pattern has single-copy DNA, 1000 to 2000 bp long,
alternating with short (200 to 600 bp) and moderately long (1000 to 4000 bp) repetitive
sequences. The house fly Musca domestica, the Australian sheep blowfly Lucilia cuprina,
and the wild silk moth Antheraea pernyi have this pattern.

Long period interspersion patterns have long (>5600 bp) repeats alternating with
very long (>12 kb) uninterrupted stretches of unique DNA sequences. This pattern is often
found in species with small genomes (0.1 to 0.5 pg of DNA/haploid genome), including
D. melanogaster, as well as in the aphid Schizaphis graminum (Ma et al. 1992), the midge
Chironomus tentans (Wells et al. 1976), the fleshfly Sarcophaga bullata (Samols and Swift
1979), the honey bee Apis mellifera (Crain et al. 1976), and the flour beetle Tribolium
castaneum (Brown et al. 1990).

Even within an insect family, genome organization can vary. Total DNA in the genome
of four mosquito species varies from 0.186 to 0.899 pg, and the amount of repetitive ele-
ments varies from 0.009 to 0.150 pg of foldback DNA (Black and Rai 1988). The mosquito
Anopheles quadrimaculatus has a long period interspersion type of genome organization,
but Culex pipiens, Aedes albopictus, and A. triseriatus have the short period intersper-
sion type. Generally, the amounts of foldback, highly repetitive, and moderately-repetitive
DNA increase linearly with genome size in these mosquitoes. Intraspecific variation in the
amount of highly repetitive DNA was found in A. albopictus colonies and may be due to
differences in the number or type of transposable elements. The amounts of repetitive DNA
in mosquitoes varies from 20% in An. quadrimaculatus to 84% in A. triseriatus (Besansky
and Collins 1992). Because genome organization of relatively few insect species has been
studied, it is difficult to determine the significance of these patterns.

Satellite DNA is a type of highly repetitive DNA that differs sufficiently in its base
composition from the majority of DNA in a eukaryotic species that it separates out as
one or more distinct bands when DNA is isolated by centrifugation with cesium chloride.
Satellite DNA is rich in either A+T or G+C sequences and is found in long tandem arrays
within the heterochromatic regions of chromosomes.
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54 3. Nuclear and Extranuclear DNA in Insects

3.5. Composition of Insect DNA

Insect DNA base ratios are lower than those found in vertebrates, with guanine + cytosine
bases (G+C) making up from 32 to 42% of the DNA, compared to 45% for vertebrates
(Berry 1985). If base composition were random, 50% of the DNA would be G+C.

DNA in eukaryotes can occur in different configurations. Most genomic DNA exists in
the B-helix form, but other configurations are known, including triplex DNA. In triplex
DNA, the usual A-T and C-G base pairs of duplex DNA are present, but in addition a
pyrimidine strand is bound in the major groove of the helix. DNA sequences potentially
can form triplex DNA. Such structures appear to be common, are dispersed at multiple sites
throughout the genome, and make up as much as 1% of the genome. Triplex DNA was
identified in polytene chromosomes of Chironomus tentans and D. melanogaster, where it
was found in the euchromatic bands (Burkholder et al. 1991). Triplex DNA is thought to
play a role in helping to condense chromatin.

3.6. Chromosomes Are DNA plus Proteins

Eukaryotes must organize and package their DNA in a sufficiently condensed form that it
can fit into a very small space in the nucleus, yet this packaging must be compatible with the
ability to separate the DNA strands and unwind the DNA helix during DNA replication and
transcription. Furthermore, the packaging must occur rapidly. Precise and rapid replication
of DNA is required in many tissues during mitosis and meiosis. How this is achieved is not
yet fully resolved (Koshland and Strunnikov 1996, Nicklas 1997).

Eukaryotic genes are on linear DNA molecules, with each chromosome containing a
single long DNA molecule. In addition, each chromosome contains an approximately
equal amount of proteins with different functions. The proteins include DNA and RNA
polymerases and regulatory proteins associated with the DNA. At least five histones are
associated with the DNA in structures called nucleosomes (Figure 3.1). Histone proteins
(called H1, H2A, H2B, H3, and H4) contain approximately 100 to 200 amino acids, of
which 20 to 30% are arginine and lysine. As a result, the histones have a positive charge
which helps histones bind to DNA. DNA sequences that code for the major histones are
very highly conserved among eukaryotic species, meaning that they are nearly unchanged
over billions of years. Histones apparently are crucial to maintaining chromosome struc-
ture and may be crucial to the effective function of DNA as the genetic code (Jenuwein and
Allis 2001).

The chromosomal DNA in a nucleosome (called core DNA) is connected by linker DNA
to the next nucleosome (Figures 3.1, 3.2B). The core DNA is protected from digestion by
restriction enzymes, but the linker DNA is vulnerable to these enzymes. The core DNA is
wound approximately 1.75 times around a histone octamer, consisting of two molecules
each of H2A, H2B, H3, and H4. Asingle molecule of histone H1 is associated with the linker
DNA and is apparently helpful in compacting the nucleosome. Linker DNA lengths vary
from 20 to 100 nucleotide (nt) pairs in different species and in different cell types within
the same organism. The genetic function of the linker DNA and the reasons for variation in
its length are unknown.

Origins of DNA replication in higher eukaryotes are larger and more complex than in
prokaryotes (see Chapter 2). However, the underlying molecular processes are conserved
(Benbow et al. 1992). Replications of origin will be discussed further in Chapter 4.
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3.8. Structure of the Nucleus 55

Figure 3.1. DNA is condensed in eukaryotes by being packaged in nucleosomes, which are only the first
level of condensation. A nucleosome consists of core DNA wound around two molecules
each of the histones H2A, H2B, H3, and H4. These eight histone molecules are called an
octamer. Nucleosomes are connected to other nucleosomes by linker DNA. In addition, a
single molecule of the histone H1 (not shown) binds in the linker and helps to condense the
nucleosome. Nucleosomes are organized into structures called 30-nm fibers. (See text and
Fig. 3.2C.)

3.7. Packaging Long, Thin DNA Molecules into
Tiny Spaces

Eukaryotes have to solve a serious packaging problem. If eukaryotic chromosomes were
simply linear DNA molecules, the average length might be about 5 cm. If these long, thin
chromosomes were tangled together inside the nucleus, replication would be difficult and
separation of the intertwined chromosomes during mitosis could result in breakage of the
chromosomes and subsequent loss of essential genetic information. Therefore, DNA needs
to be condensed, yet packaged, so that both DNA replication and transcription can occur
without loss or damage. DNA packaging is achieved by a highly organized and hierarchical
condensation scheme (Figure 3.2), although the details are not yet resolved completely.

Eukaryotic DNA is supercoiled, which means that the double helix is twisted around
itself, which begins the condensation process. The next level of compaction is achieved
by organizing the DNA into nucleosomes. Nucleosomes occur in a regular pattern, with
linker or intervening DNA between each nucleosome (Figure 3.2B). Nucleosomes reduce
the length of DNA by a factor of about six to a flexible beaded fiber.

Additional condensation of the DNA occurs when nucleosomes are condensed into a
shorter thicker fiber, called the 30-nm fiber (Figure 3.2C). The structural organization of this
30-nm fiber appears to be an irregular left-handed superhelix with six nucleosomes per turn.
It is likely that the 30-nm chromatin fiber form is found in both dividing and nondividing cells
(Figure 3.2C).Another level of condensation is thought to occur in metaphase chromosomes
(Figure 3.2D–F), although the details of this compaction remain conjectural.

Figures 3.2D, E, and F suggest one model for packing the 30-nm fiber into the highly con-
densed form found in metaphase chromosomes. Somehow, the length of the chromosomal
DNA is reduced by a factor of approximately 10,000 in metaphase chromosomes.

3.8. Structure of the Nucleus

The nucleus contains chromosomes, RNAs, and nuclear proteins in an aqueous solution.
It also appears to have an internal structure that organizes the chromosomes and localizes
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Figure 3.2. DNA packing in eukaryotic chromosomes must be efficient to achieve a dramatic reduction in
DNA length. This figure illustrates the method by which DNA is thought to be packed, although
the organization of elements in figures D) through F) are controversial. A) naked DNA, B) DNA
in nucleosomes, C) 30-nm chromatin fiber, D) the 300-nm fiber made up of looped 30-nm fibers,
E) the 700-nm supercoiled structure that comprises the arms of a metaphase chromosome, and
F) the metaphase chromosome.

some nuclear functions to specific sites. The most obvious organized region is the nucleolus,
which is the site at which the ribosomal RNA (rRNA) genes are transcribed and ribosomal
subunits are assembled.

Nucleoli are RNA-rich spherical bodies, not surrounded by a membrane, associated with
specific chromosomal segments called the nucleolus organizer. The nucleolus contains
multiple copies of tandem arrays of rRNA genes. There are four types of rRNA, the
5S, 5.8S, 18S, and 28S. The 5.8S, 18S, and 28S rRNAs are transcribed as a single
unit by RNA polymerase I, yielding a 45S precursor rRNA. The 45S-pre-rRNA is pro-
cessed into the 18S rRNA of the 40S (small ribosomal subunit) and to the 5.8S and
28S rRNAs of the 60S (large) ribosomal subunit. Transcription of the 5S rRNA, which
is found in the 60S subunit, takes place outside the nucleolus and is catalyzed by RNA
polymerase III. The nucleolus is particularly important during development, when a
large number of rRNA genes are transcribed so that large numbers of ribosomes can be
produced.
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Much of the heterochromatin (chromosome regions that remain condensed during most
of the cell cycle and appear to contain mostly inactive genes or noncoding DNA) is localized
at the edge of the nucleus, apparently because the heterochromatin binds to a protein of the
inner nuclear membrane.

Active euchromatic DNA is arranged in an organized fashion and divided into discrete
functional domains that are important in regulating gene expression. Thus, functional
euchromatin is nonrandomly distributed within the interphase nucleus. Apparently, each
chromosome occupies a discrete region of the nucleus. The chromosomes are closely
associated with the nuclear envelope at many sites, with their centromeres and telomeres
clustered at opposite poles (Cooper 2000).

3.9. Euchromatin and Heterochromatin

Insect nuclear genomes have two types of chromatin during somatic interphase: euchro-
matin and heterochromatin. Euchromatin is uncoiled during interphase, presumably to
allow for gene transcription and condensed during mitosis, with a maximal condensation
at metaphase. Euchromatin contains most of the single-copy DNA. In polytene salivary
gland chromosomes of Drosophila, the darkly staining segments are euchromatic and the
intervening (less well stained) regions are heterochromatic.

The term heterochromatin was coined originally to define the chromosome regions that
remain condensed during most of the cell cycle and have a coiling cycle out of phase with the
rest of the genome. Unlike euchromatin, heterochromatin exhibits maximal condensation
in nuclei during interphase. Heterochromatin replicates late in the cell cycle, as compared
to euchromatin, and may contain a considerable amount of repetitive DNA (Weiler and
Wakimoto 1995).

In many organisms, large regions of the chromosome near the centromeres and the
telomeres are heterochromatic, and these regions contain primarily repetitive DNA. Hete-
rochromatin is thought to play an essential role in centromere function (Henikoff 2000). It
is now thought that heterochromatin is not a type of DNA sequence, but rather a “chromatin
state” (Jenuwein and Allis 2001). Potentially, all parts of the genome could enter this state.
The repression of transcription in heterochromatin seems to involve a set of proteins and
RNA molecules, although the details of how they function remain limited (Hennig 1999,
Leach et al. 2000, Redi et al. 2001).

Heterochromatin serves an important role in chromosome mechanics (Wallrath 1998).
Without sufficient heterochromatin, chromosomes segregate inappropriately to daughter
cells during mitosis. Strangely, a few genes normally located in heterochromatic regions
are active there, but become silenced or inactive if moved into euchromatin (Eissenberg
and Hilliker 2000).

Heterochromatic regions in Drosophila melanogaster can cause position effect var-
iegation by inactivating (silencing) euchromatic genes that have been moved to regions
adjacent to heterochromatin by chromosomal rearrangements (Wallrath 1998). A change
in location of a gene within the nucleus significantly modifies the amount of “gene silenc-
ing,” perhaps because of its location within the nuclear compartment. Furthermore, foreign
genes (transgenes) experimentally inserted into an insect’s genome can be silenced because
they become heterochromatinized. The original assumption was that the transgenes became
inactive because they had been inserted into a heterochromatic site (Henikoff 2000). Thus,
understanding the mechanism(s) by which heterochromatin forms will be essential in
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58 3. Nuclear and Extranuclear DNA in Insects

improving the function of transgenes inserted into insects developed for pest management
programs.

Heterochromatin is hypothesized to serve as a defense mechanism after parasitic DNA
invades genomes (Henikoff 2000). In D. miranda, heterochromatin forms at clusters of
retrotransposons (a type of transposable element) that have recently invaded the genome.
The transformation of chromosome regions into heterochromatin might prevent these
invasive elements from functioning.

A number of functional genes do occur within heterochromatic regions in Drosophila.
For example, the Y chromosome of D. melanogaster is heterochromatic, yet carries genes
that are required for male fertility (Gatti and Pimpinelli 1992). These genes are active in
the primary spermatocyte.

3.10. Centromeres

Most chromosomes possess a centromere, which is important in the organization of the
developing spindle prior to mitosis or meiosis and the separation of the daughter chro-
mosomes at anaphase. Chromosome fragments lacking centromeres, acentric fragments,
do not get transmitted to daughter cells, and the genetic information contained on them is
eventually lost, which can be lethal.

Some species do not have localized centromeres; rather, the whole chromosome appears
to have centromeric properties (holocentric chromosomes). If holocentric chromosomes
are fragmented, each portion can attach to the spindle and these fragments are not lost at
mitosis. Holocentric chromosomes are found in the orders Homoptera, Heteroptera, Mal-
lophaga, Anoplura, and Lepidoptera (White 1973). Even after years of study, centromeres
remain poorly understood (Tyler-Smith and Floridia 2001, Henikoff et al. 2001).

Analysis of a centromere in a Drosophila minichromosome indicated that the essential
core of the centromere is a 220-kb region containing complex DNA. In addition, another
200 kb of DNA on either side is essential to the function of the centromere and contains
highly repeated sequences (Murphy and Karpen 1995).

Analysis of a centromere from a standard chromosome confirmed that the Drosophila
centromere spans 420 kb, more than 85% of which consists of two highly repeated satellite
DNAs with the sequencesAATAT andAAGAG. The remainder of the centromere consists of
interspersed transposable elements, as well as a nonrepetitive segment ofAT-rich DNA(Sun
et al. 1997). Both the repetitive and nonrepetitive sequences contribute to the centromere
function.

The chromosomal region adjacent to the Drosophila centromere contains very long blocks
of highly repetitive DNA in which simple sequences are repeated thousands of times (satel-
lite DNA). There may be several different satellite DNA types in a given species; for
example, three satellites are found near centromeric DNA of Drosophila virilis. One has a
5′-ACAAACT-3′ repeat; the second is 5′-ATAAACT-3′; and the third is 5′-ACAAATT-3′.
These satellite DNAs apparently are not transcribed, and they may bind proteins essential
for centromere function. Likewise, for the sheep blowfly Lucilia cuprina, several subfami-
lies of satellite DNA are present in the centromeric regions of the chromosomes, as well as
in the sex chromosomes (Perkins et al. 1992).

Whereas each insect species normally has several types of satellite DNA in the cen-
tromere, two parasitic wasps, Diadromus pulchellus and Eupelmus vuilleti, have only one
(Bigot et al. 1990). In these two species, satellite DNA constitutes 15 and 25% of the
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genome, respectively. Likewise, approximately 50% of the genome of the tenebrionid
mealworm, Tenebrio molitor, consists of only one type of satellite DNA which is dis-
tributed evenly over the centromeric regions (Plohl et al. 1992). In the tenebrionid Palorus
ratzeburgii, approximately 31% of the genome is a single type of satellite DNA (Ugarkovic
et al. 1992).

3.11. Telomeres

The ends of the chromosomes have distinct structures called telomeres. Telomeres have
two important functions: 1) maintain the length of chromosomes despite the inability of
DNA polymerase to replicate linear DNA ends completely, and 2) distinguish natural chro-
mosome ends from double-stranded breaks in DNA. The latter function, known as capping,
is important because damaged DNA with double-stranded breaks is attacked by repair and
degradative enzymes. Telomeres also associate with one another, with the nuclear matrix,
and with the nuclear envelope, which could be important in maintaining nuclear organization
and for meiotic chromosome pairing (Mason and Biessmann 1995).

Molecular analyses indicate telomeres consist of a series of repeated nucleotides and
proteins (Blackburn 1991, Wagner et al. 1993, Zakian 1989). As described in Chapter 1,
DNA replication conventionally occurs only in the 5′ to 3′ direction and cannot be initiated
without a primer, which is usually RNA. After primer removal, gaps would remain at the
5′ ends of new DNA strands in eukaryotes if it were not for telomeres. Telomeres prevent
the gradual loss of genetic information from the ends of chromosomes. Recent evidence
suggests all eukaryotes use a single-stranded DNA binding protein to cap the telomere
(de Lange 2001).

Telomeric DNA sequences and structure appear to be similar among many arthropods,
including Hymenoptera, Lepidoptera, Trichoptera, Mecoptera, Coleoptera, Orthoptera,
Isoptera, Blattodea, and Crustacea (Okazaki et al. 1993, Sahara et al. 1999). The telomeric
sequence, TTAGG, was isolated from the silkworm Bombyx mori (Okazaki et al. 1993),
where it is repeated over a 6- to 8-kb segment. TTAGG has been found only in telomeres
from arthropods and could be ancestral in this group.

Not all insects have the TTAGG sequences in their telomeres, including several
dipterans. For example, Drosophila has one or more non-LTR retrotransposable elements
(called HeT-A and TART) which function as telomeres (Mason and Biessmann 1995). In
Drosophila, chromosome length is maintained, despite incomplete DNA replication, by the
addition of retrotransposon (or retroposon) sequences through transposition, but the Het-A
and TART elements never transpose into the gene-rich euchromatic regions. The telomere
region of Drosophila is much longer and more complex than in standard telomeres. It is not
known whether Drosophila recruited existing retrotransposon elements to replace the stan-
dard telomeres or whether the retrotransposons represent a more ancient arrangement used
by the earliest eukaryotes (Pardue and DeBaryshe 1999). Eickbush (1997) suggests that
non-LTR retrotransposons gave rise to telomerases and that in early eukaryotes a parasite
was recruited by the cell to supply this important function. Perhaps the D. melanogaster
case can be viewed as a recent example of a similar recruitment event.

Two dipterans, Chironomus and Anopheles, and some dermapterans, hemipterans, and
coleopterans also lack the TTAGG repeat, suggesting that the loss of the TTAGG sequences
has occurred independently several times during insect evolution (Sasaki and Fujiwara
2000). In chironomids, a third type of chromosome termination occurs (Kamnert et al. 1997,
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Rosen and Edstrom 2000). In Chironomus pallidivittatus and C. tentans, the size of the
repeats is unusually large, consisting of 340 bp and 350 bp, respectively. In C. pallidivittatus
the telomeric repeat units are present in blocks up to 200 kb.

Telomere terminal transferase, or telomerase, was discovered first in the protozoan
Tetrahymena. Telomerase is a ribonucleoprotein, whose RNA component is essential to its
function. Telomerase recognizes single-stranded oligonucleotides ending in -GGG3′ in a
variety of eukaryotes and adds GGGG sequences to the ends of chromosomes. Telomerase
functions as a kind of reverse transcriptase, because its own RNAcodes for a DNAsequence.

Adjacent to the telomeres are subtelomeric repetitive sequences. In most insects, recom-
bination is relatively common in subtelomeric DNA. Subtelomeric DNA is thought to act
as a buffer zone to protect nearby genes from DNA loss during DNA replication, to pro-
mote the spread of short repeats between telomeres through recombination, to give rise to
telomere-to-telomere associations that affect the three-dimensional arrangement of chromo-
somes in the interphase nucleus, and to promote meiotic pairing of chromosomal homologs
(Kamnert et al. 1997).

Telomeres are crucial for the viability of the cell. If telomeres are damaged, progressive
loss of DNA occurs and the sticky ends of damaged chromosomes will bind to other
chromosomes with sticky ends, resulting in chromosome abnormalities such as dicen-
tric chromosomes (chromosomes with two centromeres) which can lead to chromosome
breakage and loss. Our understanding of telomeres continues to increase and could continue
to provide some surprises (Greider 1999).

3.12. Chromosomes during Mitosis and Meiosis

Chromosomes are visible by light microscopy during the cell divisions called mitosis and
meiosis. The following reviews the basic aspects of these two types of cell division, which
are essential for growth, development, and reproduction. Mitosis occurs in somatic cells,
whereas meiosis occurs only in germ line cells in eukaryotic organisms.

3.12.1. Mitosis

Somatic cells divide by mitosis, which produces two nearly identical daughter cells, each
containing the same number of chromosomes as the original cell (Figure 3.3). Prior to the
onset of mitosis, the chromosomes within the nuclear membrane are not visible by light
microscopy, because they are not condensed. Cells not actively undergoing mitosis are in
the interphase state.

The cell cycle consists of a coordinated set of processes by which a cell replicates all
its components and is divided into two nearly identical daughter cells. The coordination
of cell growth and periodic chromosome replication and division during the cell cycle
has important implications for understanding the evolution of cells, development, and for
human medicine (Edgar and Lehner 1996, Novak et al. 1997, Dobie et al. 1999, Zachariae
1999, Zhang 1999).

The cell cycle consists of four phases: G1 → S → G2 → M. DNA synthesis and
chromosome duplication take place during the portion of the cell cycle called the S phase
(for synthesis), but does not occur during the G1 and G2 phases of the cell cycle. The
M phase represents mitosis, in which the duplicated chromosomes and the cytoplasm are
divided into two daughter cells. G1 is the gap between mitosis and DNA synthesis (S),
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Figure 3.3. Mitosis of a diploid cell involves duplication of each homologous chromosome and its distri-
bution to the daughter cells. DNA replication occurs during interphase. During prophase the
two daughter chromatids are attached to each other at the centromere. During metaphase, the
chromosomes line up on the metaphase plate, and during anaphase the daughter chromatids
separate and begin moving to opposite poles. During telophase the nuclear membranes reform,
and two identical daughter cells with a complete complement of chromosomes have been
produced.

whereas G2 is the gap between S and mitosis (M). The length of a cell cycle varies by cell
type, but typically lasts approximately 18 to 24 hours, with the process of mitosis requiring
0.5 to 2 hours (Figure 1.14).

Mitosis is divided into four main stages: prophase, metaphase, anaphase, and telophase
(Figure 3.3). In prophase, the nuclear envelope is still intact and each chromosome
condenses to form two visible, thin threads (chromatids) within the nucleus. Because
chromosome duplication occurred in the S phase, each chromosome consists of two chro-
matids connected at the centromere. The centromere is the attachment point for the spindle
fibers that will draw each of the newly divided chromosomes into their respective nuclei
later in mitosis. In late prophase, the nuclear membrane disappears and a mitotic spindle
begins to form.
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During prometaphase, the spindle develops. The spindle is a complex structure consisting
of centrosomes (two centrioles oriented at right angles to one another) and microtubules
(hollow protein cylinders consisting of tubulin). The two bundles of fibers extend between
the opposite poles of the cell and attach to the centromere of each chromosome (Wolf 1995,
Gonzalez et al. 1998). Then, the chromosomes move toward the center of the cell in a plane
equidistant from the spindle poles. By the end of metaphase, the duplicated chromosomes
are lined up on the metaphase plate and are at their most condensed stage, making it easy
to examine them for differences in morphology.

During the next stage, anaphase, the centromeres divide; the two sister chromatids now
have their own centromeres, and so have become independent chromosomes. These newly
separated chromosomes move toward the opposite poles. At the end of anaphase, a complete
set of chromosomes lies near each opposite pole.

During telophase, the chromosomes have reached the spindle poles and the clea-
vage furrow within the cytoplasm has become visible. The nuclear membrane reforms
around each group of chromosomes, the chromosomes decondense, cleavage pro-
gresses, and the spindle disappears. The mitochondria often align parallel to the spindle,
which may guarantee that they are distributed to both daughter cells. The cytoplasm is
divided by a gradually deepening furrow, and a new cell membrane forms. If all has
gone well, the result should be the formation of two nearly identical cells with per-
fectly duplicated genetic information in the nucleus and in the mitochondria within the
cytoplasm.

Check points occur during the cell cycle to ensure that the genetic information is dupli-
cated perfectly. During the check points, the genetic material is monitored for integrity and
status of replication before the cells commit either to replicate the DNA during S phase, or
to segregate it during mitosis (Elledge 1996). If the cell cycle were not well regulated, the
cell would be subject to genetic instability or death.

The cell cycle is regulated by protein complexes consisting of cyclins and cyclin-
dependent protein kinases (King et al. 1996, Stillman 1996, Piwnica-Worms 1999).
The checkpoints involve signal-transduction pathways whose effectors interact with the
cyclin/cyclin-dependent protein kinases to block the cell cycle. Blocking the cell cycle
allows time for repair of damage at G1 (before DNA replication) or just before mitosis at
the G2 DNA-damage checkpoint.

Chromosome replication takes place during the S phase, and the duplicated chro-
mosomes remain physically connected (as sister chromatids) until anaphase of mitosis.
The cohesion of the sister chromatids is what permits chromosome segregation to take
place long after duplication, and this cohesion is due to a multisubunit complex called
cohesin. Cleavage of one of cohesin’s subunits appears to trigger separation of the sister
chromatids at the onset of anaphase (Nasmyth et al. 2000). The ability of eukary-
otic cells to delay segregation of the replicated chromosomes until long after they
have been duplicated distinguishes the eukaryotic cell cycle from that of bacteria, in
which chromosome segregation starts immediately after DNA replication is initiated.
The separation of chromosome duplication and segregation has played a central role
in the evolution of eukaryotic organisms (Nasmyth et al. 2000). Mitotic chromosome
condensation, without which large genomes cannot be partitioned between daughter
cells at cell division, would not be possible if chromosome segregation coincided with
DNA replication. The gap (G2) between S and M phases in the cell cycle thus makes
possible the evolution of large genomes that can be transmitted safely to daughter
cells.
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3.12.2. Meiosis

Meiosis probably evolved from a mitosis-like process (van Heemst and Heyting 2000).
Meiosis is responsible for two essential aspects of the sexual life cycle in eukaryotes: the
transition from the diploid to the haploid state, and the generation of new combinations of
alleles. Meiosis occurs only in the germ line (ovaries or testes).

During meiosis cells are produced that have a reduced number of chromosomes (the
haploid or n number). This means that when the germ cells (eggs and sperm) fuse, the diploid
(2n) number of chromosomes is restored (Figure 3.4). If meiosis did not reduce the number of
chromosomes to n, the number of chromosomes in a sexually reproducing organism would
double each generation. Both divisions in meiosis have prophase, metaphase, anaphase, and
telophase stages, but their details are different (Figure 3.4). Meiosis may require days or
weeks to complete. The essence of meiosis is that only one duplication of the chromosomes
occurs, but two cell divisions occur, producing four haploid gametes from the original
diploid cell. Meiosis requires two cell divisions (I and II) to produce daughter cells with
the haploid set of chromosomes.

Meiosis I is the reductional division, in which the number of chromosomes is reduced
from 2n to n. Prophase of meiosis I is a long stage and has been divided into substages
(Figure 3.4). During prophase I, the chromosomes condense and become visible. Homolo-
gous chromosomes pair and become closely associated along their length. Each homologous
chromosome consists of two sister chromatids joined at the centromere; thus the pairing
of homologous chromosomes produces a four-stranded structure. During prophase I, the
paired chromosomes are able to exchange genetic information by crossing over, which
results in a shuffling of the genetic information in the gametes. The number of locations
where genetic information was exchanged by crossing over often is indicated by the forma-
tion of chiasmata, which are visible under the microscope during prophase I. Chiasmata
result from the physical exchange of nucleotides between chromatids of the homologous
chromosomes.

During metaphase I, the two homologous chromosomes are located on opposite sides of
the metaphase plate (Figure 3.4). The orientation of each chromosome pair relative to the
two poles is random and thus which member of each pair of chromosomes (one set was
originally derived from the mother and the other set was originally derived from the father)
will move to a particular pole is random. This random alignment of chromosomes on the
metaphase plate is the basis of Mendel’s Law of Independent Assortment. Thus, genes
originally derived from the individual’s mother and father will end up assigned to daughter
cells in a random fashion.

During anaphase I, the homologous chromosomes separate from each other and move to
opposite poles. This physical separation of homologous chromosomes during anaphase I
is the physical basis of Mendel’s Law of Segregation. After anaphase I, a haploid set
of chromosomes consisting of one homolog from each pair is located near each pole of
the spindle. During telophase I, the spindle breaks down (Figure 3.4). Chromosomes may
pass directly from telophase I to prophase II of meiosis II. Alternatively, there may be a
pause between the two meiotic divisions. Chromosome duplication does not occur between
meiosis I and II, however.

Meiosis II is similar to a mitotic division, with each daughter cell from meiosis I being
replicated, resulting in the production of four haploid cells from the original diploid cell
(Figure 3.4). Meiosis II is different from mitosis, however, because the chromatids of a
chromosome are usually not identical along their entire length. This is due to the fact that
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Figure 3.4. Meiosis takes place in the germ line tissues and is a two-step process that results in the production
of four haploid cells from a single precursor cell. Meiosis I reduces the chromosome number
to the haploid state and involves a lengthy prophase, brief metaphase, anaphase, and telophase.
The cells may immediately enter meiosis II. During meiosis II the cells divide to yield four
haploid cells.
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crossing over could have occurred during prophase of meiosis I and resulted in an exchange
of genetic information between the chromatids.

Meiosis has two unusual aspects. One of the most extraordinary aspects of meiosis I is
that the two homologous chromosomes that are destined to pair and undergo recombination
(crossing over) are able to find each other in a vast set of nonhomologous sequences.
How this is achieved is a matter of considerable interest (Roeder 1997, Haber 1998).
In Drosophila, pairing of homologous chromosomes may be facilitated through specialized
pairing sites on the chromosomes. Heterochromatin, especially in the centromeres and
telomeres, has been implicated as a mechanism that facilitates chromosomal pairing (Walker
and Hawley 2000). During the pairing of homologous chromosomes, an elaborate ladder
of protein called the synaptonemal complex is formed that helps to hold them together
(Haber 1998).

A second extraordinary aspect of meiosis is the pairing of sister chromatids until their
disjunction. This cohesion also is facilitated by protein complexes (van Heemst and Heyting
2000). During pairing, recombination by crossing over occurs at a 100- to 1000-fold higher
frequency in meiosis than in mitosis. Recombination tends to occur at certain chromosomal
loci called “hotspots” and occurs more often between homologous chromosomes rather
than between the sister chromatids.

Crossing over occurs about twice per paired set of chromosomes and serves two roles:
the resulting recombination yields new combinations of alleles and plays a mechanical role
in separation (disjunction) of the homologous chromosomes at meiosis I (van Heemst and
Heyting 2000). Appropriate separation of homologous chromosomes in meiotic anaphase I
requires that paired homologous chromosomes, rather than individual chromosomes, line up
on the metaphase I spindle. At anaphase I, the homologous chromosomes move to opposite
poles (which results in meiosis I being the reductional division).

Each metaphase chromosome has a distinct morphology that is identifiable by staining
with lactic–acetic orcein or other stains (Figure 3.5). The location of the centromere allows
cytogeneticists to distinguish particular chromosomes. The arms of the chromosome take up
stains in a banding pattern that is characteristic of an individual chromosome.

3.13. Chromosome Damage

Chromosome damage probably occurs continuously in all cells. Types of damage range
from single base changes, which result from mistakes made by DNA polymerases during
replication, to chromosome breakage. Damage is caused by many factors, including the
production of metabolic mutagens within the cells. Certain chemicals in the environment,
ionizing radiation, and UV light also damage DNA and chromosomes.

Cells have active repair processes to repair such damage. Repairs occur by direct reversal
of damage and by excision of a damaged segment of DNA followed by its replacement.
Insects no doubt have many genes involved in DNA repair, with some encoding products
that recognize DNA damage, some that can excise the damaged region, and others that
repair the damage.

Chromosome breaks can occur at any stage of the cell cycle and generally are repaired by
rejoining the broken ends, so that the repaired chromosome appears intact. Unfortunately,
not all chromosomal damage is repaired, and chromosomal breaks can lead to large-scale
rearrangements of chromatin within chromosomes or exchanges of chromatin between
nonhomologous chromosomes.
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Figure 3.5. Polytene chromosomes from Drosophila salivary glands with puffing of different regions.

If the rearranged chromosome lacks a centromere, it is acentric and a cell containing
the acentric fragment will be unable to transmit this fragment to its daughter cells during
meiosis or mitosis, resulting in loss of significant amounts of genetic information, which is
usually lethal. Chromosomes that end up with two centromeres (dicentric) also are unstable,
leading to breaks in the chromosomes if the centromeres are distributed to opposite poles
during meiosis or mitosis. This results in breakage and loss of genetic information, which
is often lethal.

3.14. Polyteny

In a normal chromosome replication cycle (mitosis), chromosomes condense, replicate,
divide, and segregate to daughter cells. In polytene cells, 10 or more DNA replication
cycles may occur but the daughter chromosomes remain in an extended state and do not
separate; such cells become larger and do not divide. The daughter DNAstrands stay paired,
with homologous regions aligned, which gives rise to a characteristic banding pattern along
the length of the chromosome under the light microscope. In some cases, the maternal and
paternal homologous chromosomes may synapse, which results in an apparently haploid
(n) number of giant chromosomes.
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Polyteny is particularly common in larval salivary glands of Diptera, especially in flies
from the Drosophilidae, Chironomidae, Cecidomyiidae and Sciaridae, but also occurs in
the midgut and fat body in these insects. Polyteny also occurs in Collembola. The number
of rounds of DNA strand replication varies from tissue to tissue, with the largest number
found in the salivary glands, where there may be as many as 1000 to 2000 chromatids per
chromosome.

In Drosophila salivary gland chromosomes, the euchromatin regions contain genes
while the heterochromatic regions primarily contain repetitive DNA sequences including
centromeres and telomeres (Leach et al. 2000). The banding patterns formed by the eu- and
heterochromatin make it easy to identify specific sites on Drosophila salivary chromosomes
(Figure 3.5). About 5000 chromosome bands have been identified in D. melanogaster,
providing a detailed cytological map. D. melanogaster has four pairs of chromosomes;
chromosomes two and three are large with central centromeres, and chromosome four
is the shortest. Females have two X chromosomes, whereas males have an X and
a Y chromosome. The Y chromosome is largely heterochromatic, containing only a
few genes.

Because polytene salivary gland chromosomes of Drosophila are large and have a
well-defined morphology, specific genes can be localized by a procedure called in situ
hybridization. Radiolabeled DNA or RNA probes can be added to salivary gland cells that
have been squashed on glass slides. (A probe is a molecule labeled with radioactive iso-
topes, or another tag, that is used to identify or isolate a specific gene, gene product, or
protein.) The labeled probes will anneal to the homologous DNA by base pairing after the
chromosomal DNA is denatured (the DNA strands are separated). After any excess probe
is washed off, the position of the specific gene can be localized to a specific band or inter-
band region of a specific chromosome by the presence of radioactive grains on an X-ray
film. Genes, identified by a particular phenotype, also can be localized to specific sites in
polytene salivary gland chromosomes if the mutation is associated with duplications, dele-
tions, inversions, translocations, or other chromosomal abnormalities that can be detected
by abnormal banding patterns under the light microscope.

Polytene chromosomes are thought to represent a special case of the more general phe-
nomenon of endopolyploidy (White 1973). In polyploidy, an increase in chromosome
number occurs within the nuclei of certain tissues without a breakdown in the nuclear
membrane. Thus, chromosome duplication takes place, and the chromosomes separate
after replication (unlike the situation in polyteny), but no cell division occurs. Many insect
cells have 4n, 8n, 16n, and so on, numbers of chromosome sets.

3.15. Chromosomal Puffing

At particular stages in development of many Diptera, some of the genes in salivary gland
polytene chromosomes undergo swelling or puffing. Puffing is correlated with gene activity.
Puffing involves an unraveling of the DNAin a region of the chromosome approximately one
to 10 bands in length. The patterns of puffing differ in different instars in D. melanogaster,
indicating different genes are active in different instars. Puffing is controlled by the hormone
ecdysterone, heat shock, and other environmental conditions. The largest puffs contain
genes coding for proteins that are produced in very large amounts in the salivary gland, such
as the salivary gland secretions and silk. Puffs are associated with extensive transcription
of DNA (Figure 3.5).
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3.16. B Chromosomes

B chromosomes are a heterogeneous class of chromosomes found in the nucleus and
also are called accessory or supernumerary chromosomes. B chromosomes are found in
many insects, and they probably originate by several mechanisms, including being derived
from autosomes and sex chromosomes in intra- and interspecies crosses (Camacho et al.
2000).

B chromosomes may only be present in some individuals from some populations in a
species. B chromosomes have irregular mitotic and meiotic behavior, which allows them to
accumulate in the germline, so that they are transmitted at rates higher than those of normal
chromosomes.

Over evolutionary time scales, genes on B chromosomes may be silenced, undergo
heterochromatinization, and accumulate repetitive DNA and transposons. B-chromosome
frequencies in populations result from a balance between their transmission rates and
their effects on host fitness. The long-term survival of B chromosomes depends on their
ability to survive efforts by their host to eliminate or suppress them because they are often
considered to be parasites. Because B chromosomes can interact with standard chromo-
somes, they could play a positive role in genome evolution if they contribute useful genetic
information.

An example of a very interesting B chromosome is that of the PSR (paternal sex-
ratio) chromosome of the parasitoid Nasonia, which increases in frequency because it
is able to destroy paternal chromosomes (described in Chapter 10). The effects of other B
chromosomes on their hosts are often unknown.

3.17. Sex Chromosomes

In eukaryotes with identifiable sexes, there generally is a pair of chromosomes called sex
chromosomes, which are often morphologically different from the rest of the chromosomes
(autosomes). In most species, the male is the heterogametic sex, which means that it has
heteromorphic, only partially homologous sex chromosomes. They are usually called X
and Y. The X and Y chromosomes pair in the first prophase of spermatogenesis and as a
result of segregation, two types of gametes, one containing the X and one containing the Y
chromosome, are produced. Sperm containing the Y that fertilize eggs will result in males
whereas sperm containing the X will produce females. Some heterogametic species have
males that are XO, lacking a Y chromosome.

Typically, the Y chromosome is smaller than the X and has very few of the genes that are
on the X chromosome. The Y is often composed primarily of heterochromatin. The X is
usually more like an autosome in function and appearance. However, because the X exists
in one copy in the heterogametic sex (XY or XO), some form of dosage compensation
is required to equalize the amount of gene product in the two sexes. (Chapter 11 has a
discussion of dosage compensation.)

The female is usually the homogametic sex, with two X chromosomes, and thus pro-
duces only eggs containing an X chromosome. In some insects, such as the Lepidoptera,
females are the heterogametic sex. In this case, the sex chromosomes often are desig-
nated as W and Z, with the W analogous to the Y of the male (White 1973, Wagner et al.
1993).
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3.18. Extranuclear Inheritance in
Mitochondrial Genes

Genes located in the nucleus show Mendelian inheritance because they segregate in a regular
manner during meiosis. However, not all genes in eukaryotic organisms are located in the
nucleus. Mitochondria are inherited cytoplasmically and primarily are transmitted through
the maternal gametes.

Mitochondria are self-replicating organelles that occur in the cytoplasm of all eukaryotes.
Mitochondria are considered to be the descendants of an aerobic eubacterium that became
an endosymbiont within an early anaerobic cell that may or may not have contained a
nucleus (Kobayashi 1998). The survival of mitochondria within eukaryotic cells has been
speculated to have occurred because mitochondria killed their host if the mitochondria were
disturbed (Kobayashi 1998).

Mitochondria are thought to have originated once (Gray et al. 1999). Based on studies
of DNA sequences, members of the rickettsial subdivision of the α-Proteobacteria, a group
of obligate intracellular parasites that include the Rickettsia, Anaplasma, and Ehrlichia are
considered to be the closest known relatives of mitochondria (Gray et al. 1999).

Mitochondria have changed during evolutionary time, and the mitochondrial genomes of
insects have departed radically from the ancestral pattern (Gray et al. 1999). Mitochondrial
genomes range in size from 6 kb to more than 2 Mb (Sogin 1997). Genome size has been
reduced following endosymbiosis because some mitochondrial genes became expendable in
the internal environment of the host cell (Blanchard and Lynch 2000). Some nuclear genes
have replaced the function of the mitochondrial (mt) genes, but much of the reduction in
mitochondrial genome size occurred through the transfer of mitochondrial protein-coding
genes into the nuclear genome. As a result, the mitochondrion has an incomplete set of
genes for its own function (Blanchard and Lynch 2000).

The movement of mitochondrial genes into the nuclear genome is an example of hor-
izontal or lateral gene transfer. The result of such horizontal transfer means that genes
originally located in the mitochondria, but now in the nucleus, must be transcribed, trans-
lated, and acquire a sequence that targets the protein produced in the cytoplasm back
into the mitochondrion (Ryan et al. 1997). Furthermore, the new nuclear gene must be
properly regulated. On reaching the mitochondrion, the protein must be properly folded,
modified, and assembled into a larger protein complex. Proteins destined for mitochon-
dria are maintained in their proper form by molecular chaperones, proteins that bind to
and assist in the folding of proteins into their functional states. Chaperones do not form
part of the final protein structure nor do they contain information specifying a particular
folding or assembly pathway. Examples of molecular chaperones include proteins pro-
duced by the Hsp70 and chaperonin gene families (Ryan et al. 1997). In some insects,
including the grasshopper Podisma pedestris, mitochondrial pseudogenes (nonfunctional
DNA) have been found incorporated in the nuclear genome as well (Bensasson et al.
2000).

Each mitochondrion is surrounded by a double membrane. The inner membrane is highly
invaginated, with projections called cristae that are tubular or lamellar. These are the sites of
oxidative phosphorylation which result in the formation of adenosine triphosphate, ATP,
the primary molecule for storing chemical energy in a cell (Saraste 1999). Mitochondrial
DNA is a significant component of the total DNA in insect cells. About half of the DNA in
an unfertilized D. melanogaster egg is mtDNA.
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The coexistence of more than one type of mtDNA within a cell or individual, hetero-
plasmy, is thought to be rare in natural populations. Paternal mtDNAeither is not transmitted
at fertilization or contributes only a small fraction of the mtDNA in the developing embryo,
and the paternally derived mitochondria typically are lost during development. Because
insect mitochondria are transmitted from mother to progeny, they are inherited asexually
(Birky 1995).

The cellular mechanisms that regulate the replication and distribution of mitochon-
dria to daughter cells at each cell division are beginning to be understood (Yaffe 1999).
Until recently, it was assumed that inheritance of mitochondria was a passive process, a
consequence of their random diffusion throughout the cytoplasm. Now, it is known that
mitochondria are associated with the cytoskeleton and move in coordinated ways during
cell division and differentiation (Yaffe 1999).

Mitochondria contain distinctive ribosomes, tRNAs, and aminoacyl-tRNA synthetases
(Gray 1989, Sogin 1997, Kobayashi 1998). Mitochondria have their own genetic code that
differs slightly from the universal genetic code. The mitochondrion of Drosophila yakuba
codes for 37 genes: 2 are rRNA, 22 are tRNA, and 13 are protein genes that code for subunits
of enzymes functioning in electron transport orATPsynthesis (Clary and Wolstenholm 1985,
Figure 3.6).

Knowledge of the organization and evolution of insect mitochondrial genomes is
being derived from analysis of the complete sequences of mitochondria isolated from an
increasing number of species, including Drosophila yakuba, D. melanogaster, D. simulans,
D. mauritiana and D. sechellia, the mosquitoes Aedes albopictus and Anopheles
quadrimaculatus, the grasshopper Locusta migratoria, the honey bee Apis mellifera, the
louse Heterodoxus macropus, the silkworm Bombyx mori, the blowfly Phormia regina, the
kissing bug Triatoma diimidiata, and the screwworm Cochliomyia hominivorax (Clary and
Wolstenholm 1985, Cockburn et al. 1990, Goldenthal et al. 1991, Crozier and Crozier 1993,
Flook et al. 1995, Lewis et al. 1995, Ballard 2000, Lessinger et al. 2000, Lee et al., GenBank,
Shao et al. 2001, Dotson and Beard 2001). Partial DNA sequences of mitochondria have
been obtained from many other insects and are deposited in GenBank.

More detailed investigation of insect mitochondrial genomes may provide some contra-
dictions to the generalizations provided. For example, mitochondrial genomes greater than
20 kb have been found in three species of curculionid beetles (Pissodes strobi, P. nemorensis,
and P. terminalis) (Boyce et al. 1989). The large size (30 to 36 kb) in these three Pissodes
species is due to an enlarged A+T enriched region (9 to 13 kb) and a series of 0.8 to 2.0 kb
tandemly repeated sequences adjacent to the A+T region. Every weevil sampled in all three
species had two to five distinct size classes of mtDNA (exhibited heteroplasmy). The mag-
nitude of the size differences, the number of size classes found within individual weevils,
and the abundant mtDNA heteroplasmy are unusual (Boyce et al. 1989).

The dogma that mtDNAis exclusively inherited in a maternal fashion has been questioned
in Drosophila and marine mussels. Incomplete maternal inheritance of mtDNA occurs in
Drosophila simulans (Satta et al. 1988, Matsuura et al. 1991), and the high level of hetero-
plasmy found in the three Pissodes species could be due to paternal transmission of mtDNA,
although Boyce et al. (1989) did not document paternal transmission actually occurred.

Mitochondrial chromosomes are circular, supercoiled, double-stranded DNA molecules.
The mitochondrial chromosome of Drosophila contains approximately 18.5 kb of DNA,
and each mitochondrion contains multiple copies of the chromosome. Mitochondrial genes
in insects lack introns, and intergenic regions usually are small or absent. The ribosomes
found in the mitochondria are smaller than the ribosomes in the cytoplasm.
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Figure 3.6. Diagram of the circular DNA molecule from the mitochondria of Drosophila yakuba. The
outside circle shows the open reading frames (URF1 to URF6 and URF 4L) that code for
subunits of the respiratory chain NADH dehydrogenase and of the genes coding for cytochrome
b, cytochrome c oxidase subunits I, II, and III, and ATPase subunits 5 and 6. The origin and
direction of replication are indicated by O and R. The variableA+T region is shaded. The arrows
indicate the direction of gene transcription. The tRNA genes are crosshatched and indicated by
their single-letter amino acid codes. lrRNA and srRNA are the large and small rRNA genes. The
numbers on the inside of the outer circle are the numbers of apparently noncoding nucleotides
that occur between the genes. The innermost circles indicate restriction fragments produced
with the enzymes indicated (from Clary and Wolstenholm 1985).

Most eggs and somatic cells contain hundreds or thousands of mtDNA molecules, so
a new mutation can result in a situation in which two or more mtDNA genotypes coexist
within an individual (heteroplasmy). Heteroplasmy, however, is apparently a transitory
state in germ cells. Thus, the majority of individuals are effectively haploid with regard to
the number of types of mtDNA transmitted to the next generation.

Mitochondrial DNA evolves faster than single-copy nuclear DNA because mitochondria
are relatively inefficient in repairing errors during DNA replication or after DNA damage.
In Hawaiian Drosophila, mtDNA appears to evolve about three times faster than the genes
of nuclear DNA (Moritz et al. 1987). Because mtDNA does not code for proteins involved
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directly in its own replication, transcription, or translation, mtDNA has a large number of
length mutations and transitions.

Mitochondrial DNA can be amplified easily from mitochondria by the polymerase chain
reaction (PCR) (see Chapter 8) because there are multiple copies in each cell. Mitochondria
are easier to purify from cells than a specific segment of nuclear DNA. Mitochondria have
a specific buoyant density and high copy number within cells. Isolation of mitochondria
by centrifugation is relatively easy, making mtDNA a useful subject for systematics or
population genetics studies, as will be described in Chapters 12 and 13.

3.19. Transposable Elements Are Ubiquitous Agents
That Alter Genomes

Every insect genome probably contains several types of transposable elements (TEs) (Berg
and Howe 1989, Craig et al. 2001). An organism may contain active and inactive TEs.

Transposable elements are genetic elements that can move from one chromosomal site
to another, and are usually present in multiple copies within a genome. TEs usually consist
of a large proportion of the repetitive DNA. The ubiquity of TEs in a diverse array of
organisms has raised a number of unanswered questions about their evolutionary impact.
New TEs are still invading and spreading within insect populations, and the role of TEs
in insect evolution and genetic manipulation will be discussed further in Chapters 4, 8,
and 14.

The diversity of arthropods and their genetic systems has only been hinted at. In Chapter 4
we will explore additional details of genome organization, developmental processes, and
diversity in insects.
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4.1. Overview

Molecular genetics has revolutionized our understanding of insect gene structure, organi-
zation, regulation, and development. One of the greatest surprises has been the discovery
that genomes are very dynamic over evolutionary time. For example, large portions of the
insect genome may consist of different families of transposable elements (TEs) that can alter
gene structure and function, a chromosomal organization, and transfer horizontally between
species. The discovery that gene amplification can be involved in resistance to insecticides
in aphids and mosquitoes has opened new avenues for understanding this evolutionary and
economic problem. Research also suggests that the genetic information contained in micro-
bial symbionts such as Wolbachia may play an essential role in speciation and evolution
of some insects. Other symbionts may provide essential nutrients or other physiological
services. Many insects contain three or four (or more) genomes: nuclear, mitochondrial,
one or more gut symbionts, and Wolbachia, which questions the concept of the “biological
individual.”

Insect nuclear genomes are diverse; although many species have diploid males and
females, some have haploid males and diploid females (arrhenotoky), and some have
only females (thelytoky). In some, diploid males may undergo chromosome heterochroma-
tinization and loss during development to become haploid (parahaploidy). The diversity of
genome organization in insects reflects their long evolutionary history.

An understanding of the stages of embryonic development and many of the major genes
that influence these stages in Drosophila melanogaster is emerging. Evolutionary compar-
isons of development among organisms are developing into a new field of study called
“evo-devo.” Three stages of embryonic development occur in D. melanogaster that are
determined by maternal and zygotic genes: First, the polarity of the embryo is determined,
primarily by maternal-effect genes. Next, segmentation genes influence the development of
major bands or parasegments. The third determination is accomplished by the interaction
of homeotic genes that provide a finer definition of the segmental structures. Analyses of
Drosophila development may have broad significance for understanding development in
all eukaryotic organisms.
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4.2. Introduction

Insects are extremely numerous and diverse. Insects make up about half of all described
species and about three-fourths of all described animals. There are about 883,475 described
insect species in more than 762 families organized in 32 orders (Daly et al. 1998). Many
insect species may yet remain undescribed because some estimates suggest there are as many
as 2 million insect species. Insects have a long evolutionary history, live in a great variety
of habitats, exhibit diverse types of lifestyles, have an extraordinary range of structural
variations, eat an astonishing variety of food, and are among the most abundant animals
on earth. The long evolutionary history of insects has provided sufficient time for them to
develop a diversity of genetic systems (see Chapter 12 for an overview of insect evolution).

This chapter provides only a small sample of the diversity of insect genetic systems. More
extensive reviews can be found in White (1973) and Wagner et al. (1993). This chapter also
provides an overview of the diversity of microbial symbionts associated with insects, the
diversity of their transposable elements, and gene regulation in some insect-specific genes,
as well as a brief introduction to the molecular genetics of insect embryonic development.

4.3. Genetic Systems in Insects

Most insects are diploid (2n) in their somatic cells and haploid (n) in their gametes.
Other systems can be found; some insect groups are parthenogenetic and may be polyploid,
including species in the Orthoptera (Blaberidae, Tettigoniidae), Homoptera (Coccidae
Delphacidae), Embioptera (Oligotomidae), Lepidoptera (Psychidae), Diptera (Chamaemyi-
idae, Chironomidae, Psychodidae, Simuliidae), Coleoptera (Ptinidae, Chrysomelidae, Cur-
culionidae), and Hymenoptera (Diprionidae, Apidae) (Otto and Whitton 2000). Polyploid
insects usually are 3n or 4n, but exceptions include curculionid weevil species that are 5n and
6n (Retnakaran and Percy 1985). Parthenogenesis has not been found in the Diplura, Protura,
Odonata, Plecoptera, Dermaptera, Grylloblattodea, Zoraptera, Megaloptera, Mecoptera,
and Siphonaptera, although only a few species in these groups have been examined carefully.

Parthenogenesis can be divided into three major types: arrhenotoky, thelytoky, and
deuterotoky. Deuterotoky involves the development of unfertilized eggs into either males
or females, and at least one insect, a mayfly, is reported to exhibit facultative deutero-
toky (White 1973). In arrhenotoky, insects are haplodiploid, with males developing from
unfertilized haploid eggs while females develop from fertilized diploid eggs. The entire
order Hymenoptera and many species in the Homoptera, Thysanoptera, and Coleoptera are
arrhenotokous (Hartl and Brown 1970, White 1973).

Thelytokous insect species have females only. Thelytoky has arisen repeatedly in
evolution, consists of several types, and can be induced experimentally in a number of
ways (White 1973; see Chapter 10 for examples). In some cases of thelytoky, eggs only
develop after penetration by a sperm (pseudogamy or gynogenesis), but the sperm nucleus
degenerates without fusing with the egg nucleus so that it makes no genetic contribution to
the embryo. The sperm may be derived from the testis or ovotestis of a hermaphrodite or
from a male of a different, but closely related, species.

Thelytoky may be the sole mode of reproduction in a species, or it may alternate with sex-
ual reproduction in regular manner (cyclical thelytoky), as happens in some aphids (Hales
et al. 1997), gall wasps, and some cecidomyiids. In species that reproduce by cyclical the-
lytoky, genetic recombination is possible, but in species with complete thelytoky there is no
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way in which mutations that have occurred in two unrelated individuals can be combined
in a third.

Thelytokous reproduction can be induced in the eggs of many species by pricking the
egg or exposing it to chemical agents or heat. In a number of normally bisexual insects,
a few eggs deposited by virgin females can hatch spontaneously, and the incidence of such
egg hatch can be increased by artificial selection. White (1973) suggests that the capacity
for artificial parthenogenesis, induced thelytoky, or facultative thelytoky indicates that
some capacity for parthenogenesis is probably present in all eggs. Thelytokous species or
thelytokous populations of bisexual species have been found in the Diptera, Hymenoptera,
Lepidoptera, Orthoptera, and Coleoptera.

In the Homoptera, both arrhenotoky and thelytoky occur (Retnakaran and Percy 1985),
but even more complex genetic systems can be found (White 1973, Haig 1993). For example,
in some mealybugs (Pseudococcidae), both males and females develop from fertilized eggs
but, in the embryos that develop into males, the paternally derived chromosomes become
heterochromatic, genetically inactive, and are not transmitted to the male progeny. This
genetic system has been called parahaploidy (Brown and Nur 1964, Nur 1990). Some
method of chromosome imprinting is probably involved to ensure that the paternally
derived chromosomes are eliminated and not the maternally derived ones. The mecha-
nisms involved in chromosomal imprinting could be associated with methylation of DNA
(Sapienza et al. 1987, Solter 1988, Wagner et al. 1993).

4.4. Endopolyploidy Is Common in Somatic Tissues
of Arthropods

The discussion of ploidy is confusing because, in most insects, some of the somatic tissues
exhibit high levels of endopolyploidy. For example, haploid male honey bees have about
the same amount of DNA as females in some of their somatic tissues because nuclei of
the male undergo compensatory endomitosis so that equal amounts of DNA are present.
In some cases, haploid males are known to exhibit higher levels of endopolyploidy in some
tissues than the diploid females of the same species.

4.5. Genetics of Insects Other Than D. melanogaster

Much of what we know about the genetics of insects is derived from the study of Drosophila
species (Ashburner 1989, Brody 1999). Extensive genetic information is available for
D. melanogaster, including a physical map (Kafatos et al. 1991) and the complete sequences
of the genome (Adams et al. 2000, Hawley andWalker 2000, Jabbari and Bernardi 2000, Otto
2000; see also Chapter 6 for additional details on the Drosophila Genome Project). For upda-
ted information on the Drosophila genome and other aspects of Drosophila biology, search
the Internet at The Interactive Fly and FlyBase, A Database of the Drosophila Genome.

Relatively little genetic information is available for the vast majority of the 883,475
known insect species. For example, in 1993, sufficient genetic information was avail-
able to develop genetic linkage maps for only 27 (Heckel 1993). A linkage map involves
identifying specific chromosomes by one or more genetic markers, traditionally by pheno-
typic mutants. Mutations on sex (X) chromosomes are most easily identified, because
they exhibit a characteristic mode of inheritance. Most of the well-studied species
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are dipterans: species of Drosophila, several mosquitoes, the screwworm Cochliomyia
hominivorax, the sheep blowfly Lucilia cuprina, the Mediterranean fruit fly Ceratitis
capitata, the Oriental fruit fly Bactrocera dorsalis, and the housefly Musca domestica.
Two coleopterans (Tribolium castaneum and T. confusum), one orthopteran (the cockroach
Blattela germanica), hymenopterans (Habrobracon juglandis, Nasonia vitripennis, Apis
mellifera) and one lepidopteran (Bombyx mori) make up the rest (Wright and Pal 1967,
Robinson 1971, King 1975, Sokoloff 1966, 1977, Steiner et al. 1982, Heckel 1993, Severson
et al. 1993, 2001). Additional genetic studies of the honey bee Apis mellifera, the Mediter-
ranean flour moth Ephestia kuehniella, Heliconius butterflies, the butterflies Papilio glaucus
and Colias eurytheme, and the tobacco budworm Heliothis virescens were reviewed by
Heckel (1993). The tenebrionid Latheticus oryzae, the fruit fly Rhagoletis pomonella, and
the grasshoppers Melanoplus sanguinipes and Locusta migratoria have also been studied
genetically (Chapco 1983, Sokoloff 1966). Genetic studies of honey bees and silk moths
have potential for improving the management of these beneficial insects (Rinderer 1986,
Robinson 1971, Tazima 1964, Tazima et al. 1975).

Analyzing genes, development, and genetic systems from insects other than Drosophila
melanogaster could help solve both basic and applied problems. D. melanogaster may be a
highly specialized insect with unique genetic characteristics. A detailed genetic map of the
X chromosome of the malaria vector Anopheles gambiae was produced using microsatellite
DNAmarkers (Zheng et al. 1993), and plans are underway to sequence the entire 260 million
base pairs of A. gambiae (Anonymous 2001, Balter 2001, Severson et al. 2001). Studies of
the genomes of other economically important insects such as the Mediterranean fruit fly,
the silk moth, the flour beetle T. castaneum, the mosquito A. aegypti, and the honey bee
are under way (Brown et al. 1990, Warren and Crampton 1991, Crozier and Crozier 1993,
Zheng et al. 1991, 1993, 1996, Besansky and Powell 1992, Hunt and Page 1995, Shi et al.
1995, Beye et al. 1998, Beeman and Brown 1999, Rai and Black 1999, Wu et al. 1999,
Tan et al. 2001, Yasukochi 1998).

4.6. Dynamic Insect Genomes

Until recently, the eukaryote genome was considered to be relatively stable, with every cell
having the same DNA sequences in the same amounts and in the same location. Genomes
were perceived to respond slowly to evolutionary pressures. It is now apparent that somatic
genomes are more diverse than previously imagined, with polyteny, polyploidy, and gene
amplification occurring in different tissues at different developmental stages in the organism
(Edgar and Orr-Weaver 2001). It is also clear that DNAcan move within the nuclear genome
via a wide array of transposable elements.

DNA has been found in interesting structures outside the nuclear chromosomes and mito-
chondrion, but their significance is unresolved. For example, covalently closed circular
DNAs that appear to be derived from chromosomal DNA have been found in cell cultures
of Drosophila (Gaubatz 1990). Much of this circular DNA is repetitive chromosomal DNA
and may be associated with gene amplification during development or DNArearrangements
during aging (Gaubatz 1990). Some circular DNA molecules in D. melanogaster embryos
apparently contain 5S ribosomal RNA genes, satellite DNA, or histone genes (DeGroote
et al. 1989).

Minichromosomes have been found in D. melanogaster that apparently originated from
the transposable element TE1 (Block et al. 1990). The minichromosome contains two
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structural genes, white and roughest, from the Drosophila X chromosome and part of
chromosome 2. This minichromosome was relatively stable and inherited by 33 to 47% of
progeny, which indicates that it contains a centromere. Centromere-like elements lacking
chromosome arms have been found in the phorid Megaselia scalaris (Wolf et al. 1991).
The function of these elements is unknown, but they could be B chromosomes that have
been reduced to a minimal size.

4.7. B Chromosomes

These are a heterogeneous class of often heterochromatic chromosomes, sometimes referred
to as accessory or supernumerary chromosomes that occur in plants and animals. B chromo-
somes may have little effect on the phenotype, may differ in number from one cell type to
another, and may occur only in some individuals of the species. B chromosomes may not seg-
regate normally in mitosis and meiosis (Wagner et al. 1993). AB chromosome in the parasitic
wasp Nasonia vitripennis causes the compaction and loss of paternally derived chromo-
somes in fertilized eggs, leading to the production of all male progeny in this arrhenotokous
(haplodiploid) species (Eickbush et al. 1992). Thus, the notion that insect genomes simply
consist of nuclear and mitochondrial chromosomes should be discarded (Pardue 1991).

During embryonic development of some insects, special germ-line-limited chromosomes
are eliminated from those cells that will become somatic cells. The loss occurs because these
chromosomes lag during early cleavage divisions. Occasionally, however, these supernu-
merary chromosomes have been found in the somatic cells of the chironomid Acricotopus
lucidus over many generations (Staiber 1987).

The notion that eukaryotic genes should contain introns is not always sustained.
For example, hemoglobin genes sequenced from the midge Chironomus thummi lack
introns, even though they show sequence homology with vertebrate hemoglobin genes
which do contain introns (Antoine and Niessing 1984). Because the cloned Chironomus
genes were expressed in vivo, the hypothesis that they are pseudogenes was rejected.
(A pseudogene is a gene with a close resemblance to a known gene, but it is nonfunctional
because mutations prevent normal transcription or translation.) An alternative explanation
is that the hemoglobin genes originated by reverse transcription of spliced mRNA in
germ-line cells. Reverse transcription involves synthesis of DNA from a messenger RNA
template, which lacks introns, to produce cDNA. If this intronless cDNA subsequently
became integrated in the C. thummi genome, then the hemoglobin gene would lack introns.

Several major categories of nuclear DNAare known: unique-sequence, middle-repetitive,
and highly repetitive. Within the middle-repetitive class of DNA, examples will be presented
of some particularly interesting insect genes.

4.8. Unique-Sequence DNA in the Nucleus

Most genetic information is contained in unique-sequence DNA. The proportion of unique
sequences varies among species. For example, among four Lepidoptera, Antheraea pernyi,
Hyalophora cecropia, Bombyx mori, and Manduca sexta, the proportions of unique DNA
range from 55 to 80% (Berry 1985).

Some unique-sequence DNA is present in multiple copies in specific insect cells or
tissues. This occurs by one of two mechanisms: multiple copies of unique sequences can
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occur if the cells are polyploid (polyploidy means that cells contain multiple copies of each
chromosome, with n>2), or multiple copies of unique sequences also can occur through
gene amplification in which a portion of the chromosome is replicated. For example,
the chorion genes of Drosophila are amplified during specific stages of chorion production
(see below), although this amplification is limited to ovarian follicle cells. It now appears
that some insects that are resistant to pesticides have amplified esterase genes (see below).

4.9. Middle-Repetitive DNA in the Nucleus

Middle-repetitive DNA is found in more than one copy, but still in modest amounts. Such
sequences include genes that code for ribosomal RNAs (rRNA), transfer RNAs (tRNA),
histones, transposable elements (TEs), and developmentally regulated multigene families
such as actins, cuticle genes, heat shock genes, larval serum genes, silk genes, and yolk
protein genes. One solution to producing large amounts of gene product in a relatively short
time and in a coordinated manner is to duplicate the gene. Duplicated genes may be present
in tandem arrays on the same chromosome or may be present on separate chromosomes.

4.9.1. Heat Shock Genes

The heat shock response originally was discovered in D. melanogaster and has since been
found in organisms ranging from bacteria to man. Heat shock genes are activated in response
to environmental stresses such as heat or chemical shock. The heat shock proteins are present
in small amounts in many cells in the absence of stress, but rapidly increase after stress. Heat
shock genes are an evolutionarily conserved response to stress in all organisms (Morimoto
et al. 1992).

If Drosophila are exposed to a severe heat shock (about 40◦C), most die. If they undergo
a mild shock at 33◦C, additional heat shock proteins are synthesized, and many flies then
can survive subsequent heat shocks at 40◦C. In D. melanogaster nine chromosomal sites
puff in response to heat shock, and specific mRNAs are produced that code for seven heat
shock proteins. There are several types (or families), including the hsp70, hsp83, and the
small heat shock gene family (Pauli et al. 1992).

The hsp70 gene is virtually inactive in unstressed cells, but hsp proteins become very
abundant during and after heat shock, accounting for 1% of the total cellular protein (Feder
and Krebs 1997). There are 10 copies of the hsp70 gene in Drosophila. It is the most
abundant and highly conserved. At the amino acid level, the Drosophila hsp70 protein
shares 73% overall similarity with that of the human and 50% with that of the bacterium
E. coli. In addition, seven cognate genes of hsp70 are constitutively expressed and may be
important during Drosophila development. The hsp70 proteins are molecular chaperones,
minimizing aggregation of peptides in nonnative conformation.

The hsp83 gene products are general chaperones involved in several developmental
pathways in D. melanogaster and have both housekeeping and stress-related functions
(Rutherford and Lindquist 1998, Mayer and Bukau 1999). The hsp83 gene also appears to
be involved in evolutionary changes in developmental processes (Rutherford and Lindquist
1998). When the D. melanogaster hsp83 gene is mutated or impaired, variability in many
adult structures is induced, with specific variants depending on the genetic background.
This phenotypic variability is caused by multiple, previously silent, modified gene prod-
ucts that are suppressed by the normal function of the hsp83 gene in D. melanogaster.



4.9. Middle-Repetitive DNA in the Nucleus 83

Thus, hsp83 gene products buffer variation, allowing genetic variation to accumulate under
neutral conditions. When the organism is stressed by heat or cold, the hidden variants
are expressed and selection then could lead to the continued expression of these traits,
providing a mechanism for promoting evolutionary change in an otherwise entrenched
developmental process. The protein may act as a “capacitor for morphological evolution”
(Rutherford and Lindquist 1998).

The small hsp gene family includes genes encoding hsp22, hsp23, hsp26, and hsp27
proteins, which are expressed at several developmental stages.

4.9.2. Histone Genes

The histone gene family codes for the five histones that serve as the basic proteins in
eukaryotic chromosomes. The basic unit of chromosomes, the nucleosome, is composed
of 146 bp of DNA coiled around the histone octamer, two molecules each of histone H2A,
H2B, H3 and H4 (Figure 3.1). Linking two nucleosomes is a small stretch of DNA to
which the fifth histone, H1, is bound. The histone genes share regulatory sequences and
are coordinately expressed. In some species, there are tissue- or stage-specific gene sets.
In Drosophila, the histone genes are tandemly repeated and closely linked. The histone
genes of the midge Chironomus thummi are different from those found in D. melanogaster
(Hankeln and Schmidt 1991).

Histone genes typically lack introns. It is thought that introns were eliminated because
these genes must be expressed efficiently and rapidly during development. Histone proteins
could be produced more efficiently if the pre-mRNA did not need to be spliced to remove
introns. Having histone genes organized in a tandem repeat structure also ensures that there
will be equivalent amounts of the five proteins produced.

There is a 10-fold difference in copy numbers of histone genes in three species of
Drosophila (melanogaster, hydei, and hawaiiensis) (Fitch et al. 1990). D. melanogaster has
100 tandemly arranged histone genes, far more genes than would be required for the maximal
rate of transcription during development. By contrast, D. hydei has 5, and D. hawaiiensis
has about 20 tandem histone repeat copies per haploid genome. In D. melanogaster the
histone genes are located adjacent to a heterochromatic region of chromosome 2, whereas
they are located in euchromatic regions in the other two species. This suggests that there
are more histone genes in D. melanogaster to compensate for the fact that the genes are less
active because they are located near heterochromatin.

4.9.3. Immune Response Genes

Insects defend themselves against bacteria, viruses, fungi, and parasitoids with both cellular
and humoral immune responses (Gillespie et al. 1997, Khush and Lemaitre 2000, Carton
and Nappi 2001). D. melanogaster defends against microbial attack by both constitutive and
inducible responses. The first line of defense against microbes is structural and comprises
the exoskeleton, the peritrophic membrane that lines the gut, and the tracheal linings.
In addition, insects typically maintain a low pH and digestive enzymes and antibacterial
lysozymes in their midguts.

Infections induce local immune responses that include the synthesis and secretion of
peptides in barrier tissues such as the tracheal and gut epithelium. In addition, systemic
responses are activated that result in encapsulation of pathogens by blood cells, melaniza-
tion of parasites and pathogens, phagocytotic uptake of pathogens by blood cells, and the
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production by the fat body of antifungal and antibacterial peptides that are secreted into
the hemolymph where they accumulate to high concentrations (Khush and Lemaitre 2000).
A number of antibacterial proteins and peptides, such as cecropins, attacins, lysozymes,
and defensins, are produced by protein families. Genes belonging to one protein family are
often tightly clustered, grouped in one area, or located on the same chromosome arms of
D. melanogaster (Khush and Lemaitre 2000).

4.9.4. Ribosomal Genes

The ribosome is the site in the cell where proteins are synthesized (Frank 2000). The
ribosome is a particle made of two subunits, each formed of an intricate mesh of RNAs and
proteins. Protein synthesis is a serious business, and it has to be done quickly and accurately.
A typical protein takes approximately 15 seconds to make (Frank 2000). Protein folding,
which ensures the proper function of the protein, relies on the location of particular amino
acids, which can be jeopardized by even a single point mutation. Typically, ribosomes
have an error rate of only 1 in 1000 to 10,000 amino acids. Ribosomes take up much
of the cell’s mass, and much of the cell’s metabolism is devoted to making ribosomal
proteins and RNAs. Ribosomes interact with mRNAs, initiation factors, and transfer RNAs
during protein synthesis; more than 120 macromolecular components are needed to produce
polypeptides in ribosomes (Kaulenas 1985).

Different arthropod species have different numbers of ribosomal genes located in the
nuclear chromosomes. For example, Drosophila erecta has 160 genes while D. hydei has
more than 500 (Berry 1985). The fungus fly Sciara coprophila contains only 65 to 70, one of
the lowest numbers reported (Kerrebrock et al. 1989). Most insect genomes have between
200 and 500 rRNA genes. The ribosomal genes of Drosophila are arranged in two clusters,
one in the nucleolar organizer of each of the sex chromosomes (Williams and Robbins 1992).
The 5.8S, 18S, and 28S rRNAs are transcribed as a single unit, which is then processed in
the nucleus to provide the separate subunit RNAs. Ribosomal genes comprise 2% of the
total genome and about 20% of the middle-repetitive sequences of D. melanogaster.

4.9.5. Silk Genes

Silk is used in cocoons by Lepidoptera, to produce an egg stalk by Neuroptera, and to
produce underwater prey-capture nets by Trichoptera (Craig 1997). Silks are composed
of one or more proteins called fibroins, proteins composed of several simple amino
acid sequences in reiterated arrays (Craig 1997, Sezutsu and Yukuhiro 2000). The silk
gland provides a model system for cell biologists and molecular geneticists to study gene
regulation and development. Silk gland cells of Bombyx mori are polyploid (up to 20-fold),
which may explain how silk moth larvae produce huge amounts of silk proteins within a
short period of time (5 to 6 days) prior to pupating. The cells from the posterior silk gland
produce fibroin; those from the middle part store fibroin and sericin, a mixture of four to
six hot-water-soluble polypeptides. Sericin binds strands of raw silk fibers together. Silk
proteins have an unusual amino acid composition, with a predominance of glycine and
alanine in fibroin, and serine in sericin (Prudhomme et al. 1985).

Although Drosophila melanogaster does not produce silk, a silk-encoding gene (P25) of
Bombyx mori was expressed in the anterior salivary gland after flies received the moth silk
gene by P element-mediated transformation (Bello and Couble 1990; see Chapter 10 for a
discussion of P element-mediated transformation). The P25 B. mori gene was appropriately
expressed in the fly larval salivary glands, indicating that Drosophila salivary glands can
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recognize Bombyx silk protein coding sequences and control their expression, despite the
evolutionary divergence of flies and moths over 250 million years ago.

4.9.6. Transfer RNA Genes

More than 90 tRNAs have been identified during Drosophila development that are encoded
by at least 670 genes, which can be divided into 60 separate groups. One to 18 tRNA genes
are contained in each of 30 chromosomal sites, but there are no tandem repeats.

4.9.7. Vitellogenin Genes

Yolk proteins provide embryos with nutrients essential for growth within the egg. Most
are phosphoglycoproteins and provide a source of amino acids, phosphate, lipids, and
carbohydrates. The major yolk proteins are derived from vitellogenins, which are produced
by the fat body and secreted for uptake by maturing oocytes. Vitellogenin gene structure and
regulation has been studied in Locusta migratoria, the tobacco hornworm Manduca sexta,
Bombyx mori, the boll weevil Anthonomus grandis, the Mediterranean fruit fly Ceratitis
capitata, and Drosophila (Bownes 1986, Rina and Savakis 1991, Trewitt et al. 1992).
The fat body of the mother is the primary producer of yolk proteins, but part are synthesized
by the follicular epithelium of the ovary in D. melanogaster.

Yolk proteins in Drosophila consist of three polypeptides: YP1, YP2, and YP3. YP1 is
expressed by the fat, body, and after posttranslational processing and glycosylation, the
proteins are secreted into the hemolymph and delivered to the oocyte. YP2 is expressed in
ovaries. The production and delivery of the three proteins are coordinately regulated and
under the control of two hormones, 20-hydroxyecdysone and juvenile hormone (Bownes
1986). These two hormones regulate molting and metamorphosis during development
as well.

Production of yolk proteins begins during the first day of Drosophila adult life. The
production rate is high, with yolk proteins representing about one-third of the total proteins
in the hemolymph. YP1 and YP2 are closely linked genes on the X chromosome, while YP3
also is sex-linked but more distant. YP1 and YP2 show much sequence homology and
probably resulted from a fairly recent gene duplication event. Only one small intron is
found in YP1 and YP2, and two in YP3. Extensive yolk protein synthesis in Drosophila is
achieved because tissues are polytene and polyploid.

4.9.8. Transposable Elements

Transposable elements (TEs) are DNA sequences that can move (transpose) to new sites,
invert, and undergo deletion or amplification. Transposable elements have been divided
into two classes according to their structure and mechanism of transposition (Table 4.1).
Class I elements transpose by reverse transcription of an RNAintermediate. Class I elements
include elements related to retroviruses that have long terminal repeats (LTRs). They also
include elements that have no long terminal repeats (non-LTR retrotransposons).

Class II elements transpose directly from DNAto DNA. They include elements with short
inverted terminal repeats and have a coding region for a transposase. They also include ele-
ments with long inverted repeats. Many TEs have been discovered in D. melanogaster
(Bowen and McDonald 2001). A diversity of TEs are known from other insects, as well
(Table 4.2). A new class of TEs, rolling-circle transposons, have been found in eukaryotes
(Kapitanov and Jurka 2001). Although rolling-circle TEs have not been found in arthropods
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Table 4.1. A Classification of Transposable Elements by Their Method of Transposition

Class I Transposable Elements Transpose by Means of RNA Intermediates

A. Viral superfamily (retrovirus-like retrotransposons)
Have long direct terminal repeats (LTRs), encode reverse transcriptase from open reading frames
(ORFs) in DNA between LTRs, able to generate 4-bp to 6-bp target site duplications, have no
3′ terminal poly(A) tract, are dispersed in genome.

Examples: Copia-like elements in Drosophila melanogaster
Gypsy-like elements in D. melanogaster
Pao in Bombyx mori

B. Nonviral superfamily (nonviral retroposons)
Have no terminal repeats, have ORFs, do not encode enzymes responsible for their transposition,
have 3′ terminal poly(A) tract, are dispersed in genome.

Examples: F family in D. melanogaster
R2 retroposons in many insects
HeT-A retroposons in telomeres of D. melanogaster

Class II Transposable Elements Transpose Directly from DNA to DNA

All have a transposase and terminal inverted repeats (IRs)

A. With short inverted repeats (SIRs)
Examples: P and hobo in D. melanogaster

mariner in many insect species
B. With long inverted repeats (LIRs)

Example: FB ( foldback) in D. melanogaster

(From Finnegan 1990, Robertson 1993, Xiong et al. 1993).

Table 4.2. Examples of the Diversity of Transposable Elements Identified from

Arthropods Other Than Drosophila

Arthropod species Element Type Reference(s)

Aedes aegypti Pony MITES, miniature inverted
repeat TEs (Class II)

Tu 2000

Lian Non-LTR retrotransposon Tu et al. 1998

Anopheles gambiae T1 Non-LTR retrotransposon Besansky 1990a,b
Q Non-LTR retrotransposon Besansky et al. 1994
Moose LTR-retrotransposon Biessmann et al. 1999
Crusoe Tc1-like (Class II) Hill et al. 2001
Vash, Guildenstern Non-LTR retrotransposons Hill et al. 2001
JuanAg
Ozymandias LTR-retrotransposon Hill et al. 2001
8 novel families MITES (Class II) Tu 2000

Anopheles species Gypsy family LTR-retrotransposon Cook et al. 2000
Copia family LTR-retrotransposon
LINE family Non-LTR retrotransposon
Pao family LTR-retrotransposon

Apis mellifera G LINE-like retroposon Kimura et al. 1993
jockey LINE-like retroposon

Bactrocera tryoni Homer hAT TEs (Class II) Pinkerton et al. 1999
Homer-like hopper Handler and Gomez 1997

continues
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continued

Arthropod species Element Type Reference(s)

Bombyx mori BmTc1 Tc1-like element similar
to that from
Caenorhabditis
elegans (Class II)

Mikitani et al. 2000

jockey LINE-like retroposon Kimura et al. 1993
Pao Retrotransposon Xiong et al. 1993,

Abe et al. 2001
L1Bm Non-LTR retrotransposon Ichimura et al. 1997;

Abe et al. 1998
TRAS1 and SART1 Telomeric

repeat-associated
retrotransposons

Okazaki et al. 1995, Takahashi
and Fujiwara 1999

Kabuki, Yokozuna LTR-retrotransposons Abe et al. 2000
BMC1 Non-LTR retrotransposon Abe et al. 2000
Bm1 Retroposon Abe et al. 2000

Chironomus thummi TFB1 Foldback TE (Class II) Hankeln and Schmidt 1990

Chironomus tentans NLRCt2 Non-LTR retrotransposon Blinov et al. 1997

Culex and Aedes Juan LINE-like retroposon Mouches et al. 1991, 1992
Agarwal et al. 1993

C. pipiens CM-gag Similar to Het-A from
D. melanogaster

Bensaadi-Merchermek et al.
1997

Heliothis virescens Hobo-like HAt elements (Class II) DeVault and Narang 1994

Helicoverpa zea

Lucilia cuprina Lu-P1 and Lu-P2 Homologous to P
elements (Class II)

Perkins and Howells 1992

hermit hAT transposable elements
(Class II)

Coates et al. 1996

Lymantria dispar LDT1 Non-LTR retrotransposon Garner and Slavicek 1999
Lydia LTR-retrotransposon Pfeifer et al. 2000

Many arthropods mariner Class II terminal repeats
with a DNA intermediate

Robertson 1993
Robertson et al. 1992
Jeyaprakash and Hoy 1995

R1 and R2 in rRNA
genes

Non-LTR retroposons Jakubczak et al. 1991
Bigot et al. 1992
Burke et al. 1993
Luan et al. 1993

Megaselia scalaris TROMB LTR-retrotransposon Suck and Traut 2000

Musca domestica Hermes hAT TEs (Class II) Warren et al. 1994
O’Brochta et al. 1996

Phlebotomus species — Non-LTR retrotransposon Booth et al. 1994, 1996

Tribolium castaneum Woot LTR-retrotransposon Beeman et al. 1996

to date, their distribution in plants and nematodes suggests they could have a broad host
range.

At least half of all spontaneous mutations in D. melanogaster are due to insertions
of TEs. For example, P elements in D. melanogaster cause excisions, chromosome
rearrangements, and insertions. The foldback (FB) transposon is associated with dele-
tions, inversions, reciprocal translocations, and insertional translocations in which normally
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unique Drosophila DNA is flanked by two FB elements. All well-characterized, highly
unstable genes in D. melanogaster were found unstable because they contained either
the P element or FB elements (Berg and Howe 1989). Different TEs are found in
D. melanogaster with different characteristics. For example, members of the HeT-A and
TART families of TEs are found at telomeres and in centromeric heterochromatin and never
in the euchromatin regions of chromosomes in D. melanogaster (Mason et al. 2000).

TEs could carry genetic information, regulate genes, or initiate genetic changes (Britten
1997, Miller et al. 1997, Shapiro 1999). Wilson (1993) suggested that TEs could lead
to resistance to pesticides, although he did not provide any direct evidence for this.
Agarwal et al. (1993) found a TE named Juan associated with amplification of the esterase
gene in pesticide-resistant Culex mosquitoes, but a direct involvement in inducing gene
amplification was not demonstrated. Waters et al. (1992) suggested the TE called 17.6
is involved in susceptibility to pesticides in Drosophila associated with a P450 gene.
However, Delpuech et al. (1993) screened colonies of D. melanogaster and D. simulans
from around the world and found no relationship between the presence or absence of
17.6 and resistance. One example of TEs containing genetic information may be found
in Drosophila hydei. TEs and repetitive DNA sequences comprise the majority of the
Y chromosome of D. hydei. Apparently the lampbrush-loop-forming fertility genes on
the Y chromosome consist, at least in part, of retrotransposons of the micropia family
(Huijser et al. 1988).

R1 and R2 are Class I TEs that lack long terminal repeats and were originally found
in some of the 28S rRNA genes of the silk moth Bombyx mori and several Diptera.
A survey suggests that R1 and R2 elements occur within the rRNA genes of many insects
(Jakubczak et al. 1991). Forty-three of 47 species surveyed, including Odonata, Orthoptera,
Dermaptera, Hemiptera, Homoptera, Coleoptera, Hymenoptera, Lepidoptera, and Diptera,
contained the insertions in 5 to 50% of their 28S genes. The broad distribution of these
elements raises the question of whether they could have been present in insects before their
radiation more than 300 million years ago.

Very little is known about the origin and evolutionary history of TEs. A TE family might
originate in a species, or TEs might be acquired by horizontal or lateral transmission
from another species. Normally, DNA or RNA sequences are transmitted vertically from
parent to progeny, but in horizontal transfer, DNA sequences are transferred laterally across
species, taxonomic borders that were once thought to be inviolable (Daniels et al. 1990,
Kidwell 1992, Plasterk et al. 1999). For example, the hobo element of D. melanogaster has
a similar sequence to TEs from plants (Activator from corn and Tam3 from snapdragon)
(Calvi et al. 1991). Another element, jockey, identified from D. melanogaster has been
found in the distantly related D. funebris, but not in species closely related to funebris. This
again suggests that jockey moved horizontally from D. melanogaster into the genome of
D. funebris (Mizrokhi and Mazo 1990).

A possible superstar at horizontal transfer may be mariner. Originally mariner was
found in Drosophila mauritiana and several other species of Drosophila, as well as the
moth Hyalophora cecropia. Subsequently, Robertson (1993) found that several types
(subfamilies) of mariner are widespread in insects. It is found in other organisms as well.
For example, mariner was found in the predatory mite Metaseiulus occidentalis (Acari:
Phytoseiidae) (Jeyaprakash and Hoy 1995). It is likely that mariner has moved horizontally
among diverse insect and mite species, although the frequency of horizontal transfer is
infrequent on a human time scale (Robertson and Lampe 1995). Many mariner elements
have degenerated and become inactive in the genomes of their hosts.
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Relatively little information is available as to how TEs invade populations and the
mechanisms involved in the first step of the invasion (Biemont et al. 1999). One of the
best known examples is the invasion of D. melanogaster by the P element (see Chapter 9
for a review). Another evaluation of TE invasion was carried out by Biemont et al. (1999)
in natural populations of D. simulans. D. simulans populations around the world are in the
process of being invaded by a variety of TEs with whimsical names, including 1731, 297,
bel, blood, coral, F, flea, gypsy, HMS beagle, mariner, nomade, prygun, stalker, and zam.
Populations differ in the number and type of TEs, with some TEs absent in most popula-
tions, except for one or two populations which have high copy numbers. It is as yet unclear
whether the new genetic variability that results from mobilization of TEs is adaptive. More
research is needed to understand the mechanisms underlying the relationship between dra-
matic differences in TE copy number in different species and among natural populations and
their environmental conditions. Biemont et al. (1999) suggest that the “initially selfish genes
will surely appear more and more as‘symbionts’ that have played a major role in evolution
and that may still provide genomic flexibility and variability for population adaptation.”

If horizontal transmission of TEs occurs with some regularity, the implications are
dramatic for evolutionary theory. Horizontal transfer risks could also influence regulations
regarding the risks associated with releases of transgenic arthropods into the environment
(Brosius 1991, Plasterk et al. 1999, Hoy 2000). As discussed in Chapter 9, studies of
the transfer of P elements by a mite vector provide an intriguing glimpse at one possible
mechanism by which TEs are able to move between species (Houck et al. 1991). Other
possible vectors of TEs are insect viruses. Insect viruses may carry DNA from their hosts;
a proportion of foreign DNA within insect viruses consists of TEs from the viruses’ insect
hosts (Fraser 1985).

4.10. Highly Repetitive DNA

Highly repeated DNA sequences with a uniform nucleotide composition can, upon
fractionalization of the genomic DNA and separation by density gradient centrifugation,
form one or more bands that are clearly different from the main band of DNA and from the
smear created by other fragments of a more heterogeneous composition. These sequences
are called satellite DNA.

Satellite DNA is sometimes described as minisatellite or microsatellite DNA, depend-
ing on the length of the repeated sequences. Microsatellites consist of tandem repeats of
between 1 and 6 bp, often in long arrays; like other classes of repetitive DNA, microsatel-
lites have high mutation rates (Bachtrog et al. 1999). Satellite DNA can comprise a large
fraction of the arthropod genome. For example, in Tribolium madens, two satellite DNAs
have been characterized: one is a 225-bp long monomer comprising 30% of the genome,
and the second is a monomer of 711 bp, constituting 4% of the genome (Durajlija Zinic
et al. 2000).

The role of highly repetitive sequences in genome evolution is not well understood
(Ohno and Yomo 1991, Pardue and Hennig 1990), but highly repetitive sequences are
associated with heterochromatin in the centromeres and telomeres and could be important in
chromosome pairing. Telomeric DNA fragments have been isolated from D. melanogaster,
Chironomus, and Bombyx mori. The sequence (TTAGG)n is found at the extreme terminal
region of all B. mori chromosomes, as well as associated with the ends of chromosomes in the
Isoptera, Orthoptera, Hymenoptera, Trichoptera, Mecoptera, some Coleoptera, Hemiptera,
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and Lepidoptera (Okazaki et al. 1993). The sequence (TTAGG)n appears to be found
only in arthropod telomeres, although not all arthropods have this telomeric sequence.
D. melanogaster and some Coleoptera have different telomeric structures. The telomeres
of Drosophila have TEs called HeT-A and TART in the subtelomeric region (Biessmann
et al. 1993, Mason et al. 2000).

4.11. Producing Large Amounts of Protein in a Short
Time: Gene Amplification and Gene Duplication

When it is desirable to produce large amounts of gene product in a short period of time,
several mechanisms could be employed, including duplication of chromatids resulting
in polyteny, polyploidy, hypertranscription, gene amplification, and gene duplication.
Hypertranscription involves producing large amounts of gene product from a single copy
of a chromosome and is the mechanism by which D. melanogaster males (which have only
one X chromosome) produce as much gene product as females with two Xs (see Chapter 10
for more details). Definitions of gene amplification and gene duplication can be confusing
(Edgar and Orr-Weaver 2001).

Gene amplification usually is defined as the replication of a gene (at a single locus) so
that multiple copies can be transcribed at once. One way to visualize gene amplification is
to imagine that gene amplification occurs by an “onion-skin model,” in which a segment
of the chromosome is replicated and multiple copies of that segment are transcribed while
the rest of the chromosome retains its normal structure. Gene amplification originally was
coined to describe the production in mammalian cell cultures of multiple copies of genes
providing resistance to anticancer drugs. Gene amplification in cell cultures is associated
with an initial low drug concentration, and the surviving cells are subjected to multiple
rounds of selection with increasing concentrations of toxin. Gene amplification results in
the production of more protein.

Gene amplification may be important to economic entomologists because some aphids
and mosquitoes that are resistant to insecticides have amplified esterase genes, as described
below, although the definition of gene amplification in these examples differs from that
described for mammalian cells.

Gene duplication involves copying a gene multiple times; the copies may be maintained
on the same chromosome in tandem array or be transferred to other chromosomes over
evolutionary time.

4.11.1. Chorion Genes in Drosophila and Moths

Both gene amplification and gene duplication occur in chorion genes in Drosophila and the
moths Bombyx mori and Antheraea polyphemus (Kafatos 1981, Eickbush and Burke 1985,
Kafatos et al. 1986, Orr-Weaver 1991, Carminati et al. 1992). Analyses of these chorion
genes resulted in significant advances in knowledge of the mechanisms of gene regulation
and development.

In both Drosophila and silk moths, the egg is produced in the ovary, which consists of
follicles composed of three cell types: 1) the oocyte, 2) a small number of nutritive nurse
cells connected to the oocyte, and 3) follicular epithelial cells that surround the oocyte and
nurse cells. There are approximately 1000 follicular epithelial cells per follicle in Drosophila
and up to 10,000/oocyte in silk moths. These cells synthesize a complex mixture of proteins
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and secrete them onto the surface of the oocyte to form the outer covering, or chorion. The
chorion protects the embryo after fertilization and oviposition, preventing desiccation, yet
enabling respiration to occur.

Drosophila and silk moth chorions are quite different. The Drosophila chorion is compar-
atively simple, with an endochorion and exochorion composed of six major and 14 minor
proteins that are produced over approximately 5 hours. In silk moths, the number of genes
and the time devoted to producing the chorion is much greater. There are three gene families
in the wild silk moth A. polyphemus, and the same three families, plus two others, in the
domesticated silk moth B. mori. Approximately 100 chorion proteins are produced during
a period of approximately 51 hours in silk moths (Kafatos 1981).

Moth and fly chorion genes are organized differently. In Drosophila, large amounts of the
chorion proteins are produced in a relatively short time (Lu et al. 2001). This is facilitated by
amplification of the chorion genes. In Drosophila, there are two chorion gene clusters, 5 to
10 kb in size, each encoding tandemly oriented chorion genes. One gene cluster is found on
the X and one on the third chromosome. Because each chorion gene cluster is represented
only once in the haploid genome, the chorion proteins could not be synthesized quickly and
in sufficiently large quantities unless gene amplification occurs. A 20-fold amplification of
the chorion genes on the X chromosome, and an 80-fold amplification of the genes on chro-
mosome 3 is found in follicle cells. Amplification is achieved by replicating the DNA seg-
ments at multiple replication origins (Heck and Spradling 1990). DNAamplification extends
bidirectionally for a distance of up to 40–50 kb to produce a multiforked “onion-skin”
structure that contains multiple copies of DNA containing the chorion genes (Figure 4.1).

Gene amplification also occurs in the chorion genes of the Mediterranean fruit fly Ceratitis
capitata. The overall organization of the cluster is similar to that of Drosophila, with
the same four genes maintained in tandem, in the same order, and with similar spacing

Figure 4.1. Amplification of the Drosophila chorion genes in follicle cells. The first three rounds of DNA
replication at the 66D locus on chromosome 3. The three small arrows represent three well-
characterized chorion genes in this cluster. The polarity of a fourth chorion gene and the precise
location of the origin are unknown. The boundaries of the amplified DNA are much larger than
the chorion protein transcription units within it.
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(Konsolaki et al. 1990). Despite the divergence of Drosophila and Ceratitis family lineages
approximately 120 million years ago, there is a high conservation in coding sequences and
regulatory properties of their chorion genes.

Silk moth chorion proteins are produced over a longer time interval and involve larger
numbers of genes that have probably arisen by gene duplication. More than 100 structural
proteins are in the chorion of the silk moth A. polyphemus, which has an elaborate
organization. In B. mori, the chorion genes are on chromosome 2 and consist of two seg-
ments that total more than 1000 kb of DNA. Subsets of the genes are expressed at different
periods of choriogenesis (early, middle, late, very late), with the early proteins associated
with framework formation, middle proteins with framework expansion, late proteins with
densification, and very late proteins with surface sculpturing of the chorion.

Silk moths have solved the problem of producing large amounts of protein quickly by gene
duplication. Silk moth chorion genes are found in multiple copies of divergently transcribed,
coordinately expressed pairs (Kafatos et al. 1986). For example, all members from each
of two late gene families are arranged in 15 pairs on a 140-kb segment. The members of
each family have a high degree of sequence homology, although they are not identical.
This homology could be maintained by a process called concerted evolution (Eickbush
and Burke 1985). Concerted evolution often occurs in multigene families and could be
maintained by two mechanisms: either unequal crossing over or gene conversion. Unequal
crossing over may occur between the two sister chromatids of a chromosome during mitosis
of a germ-line cell or between two homologous chromosomes at meiosis. It is a reciprocal
recombination that results in a sequence duplication in one chromatid or chromosome and a
corresponding deletion in the other. As a result of unequal exchange, daughter chromosomes
become more homogeneous than the parental chromosomes. If the process is repeated, the
numbers of each variant repeat on a chromosome will fluctuate with time, and eventually
one will become dominant in the family. Gene conversion is a nonreciprocal recombination
process in which two sequences interact so that one is converted by the other.

Despite the very different organization of chorion genes in Drosophila and silk moths, silk
moth chorion genes can function in D. melanogaster. Moth chorion genes were cloned into
P-element vectors and inserted into the D. melanogaster germ line (Mitsialis and Kafatos
1985). (Chapter 8 describes the methods employed in inserting moth genes into Drosophila
using a P element that has been modified to carry exogenous genes.) Analysis of RNAs
from transformed flies indicated that moth genes are expressed in an appropriate manner in
the correct sex, tissue, and time in D. melanogaster. Fly and moth lineages diverged over
250 million years ago, yet regulatory elements conferring sex, tissue, and temporal speci-
ficity of gene expression must have been conserved. Chorion gene promoter sequences from
the silk moths Antheraea pernyi and A. polyphemus also functioned in D. melanogaster after
P element-mediated transformation, although some regulatory interactions had diversified
(Mitsialis et al. 1989).

4.11.2. Insecticide Resistance

With the availability of molecular genetic techniques, geneticists have identified a new
mechanism by which insects become resistant to pesticides (Mouches et al. 1990,
Devonshire and Field 1991, Pasteur and Raymond 1996, Field 2000, Paton et al. 2000).
Amplification of esterase genes in the aphid Myzus persicae and the mosquito Culex pipiens
quinquefasciatus results in many identical gene copies present in tandem arrays in each cell.
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Whether exposure to pesticides can induce resistance in insects by gene amplification is
an interesting question. It has long been assumed that pesticide resistance in insects is due
to the presence of rare alleles in populations that are selected for by pesticide applications
(preadaptive mutations). However, amplification of genes in mammalian cells, plants, yeast,
and microorganisms has been shown to occur in response to exposure to toxins. For example,
amplification of the dihydrofolate reductase gene in mammalian cells in tissue culture occurs
in response to exposure to methotrexate. A 100-fold amplification in a cholinesterase gene
in two generations of a human family subjected to prolonged exposure to parathion has been
demonstrated and could be due to genetic changes induced by prolonged exposure to this
insecticide (Prody et al. 1989). Cultures of mosquito cells selected with methotrexate also
became amplified (Fallon 1984). Thus, insecticide resistances due to gene amplification in
insects could, at least in some cases, be induced by exposure to insecticides.

There are several mechanisms by which amplified genes are generated. These include
gene duplication by random unequal crossing over between sister chromatids, with a sub-
sequent misalignment resulting in increased numbers of tandem repeats with intervening
spacer DNA (Stark and Wahl 1984). Another model involves replication of DNA more than
once at the same origin of replication within a cell cycle (repeated replication model), which
generates multiple unattached DNA molecules that either are released or are integrated into
the chromosome by end-to-end ligation and recombination. The repeated replication model
is consistent with the sudden appearance of many gene copies and the initiation of chromo-
some breaks or translocations, which are often found associated with gene amplification.
In both aphids and mosquitoes the increase in gene copy number appeared to occur in a
stepwise manner.

In both aphids and mosquitoes, traditional analyses of the mode of inheritance of resis-
tance indicate that high esterase activity is inherited as a single factor, which is expected if
the amplified genes are located on the same chromosome and inherited as a unit. However,
in both aphids and mosquitoes, resistance can be unstable in the absence of selection. In the
parthenogenic aphid clones, resistance is usually stable for long periods but can be lost
in some progeny of some clones. This reversion is associated with clones that carry the
translocation, and the revertant lines can often be reselected for resistance. Because rever-
sion involves loss of elevated esterase production and mRNA, but not of the amplified genes,
it is likely that control over gene transcription is responsible for the loss of resistance.

4.12. Multiple Genomes in Insects: What Is the
“Biological Individual?”

Eukaryotes typically have a nuclear genome and a mitochondrial genome. Mitochondria
are now generally accepted to be microbial symbionts that were modified after a long
process of evolution within eukaryotic cells (Gray 1989, Martin 1999). Mitochondria retain
a distinctive genome that is replicated and expressed, but mitochondria are incapable of
independent existence. In the course of evolution some mitochondrial genes were transferred
to the nuclear genome of its host.

4.12.1. Multiple Symbionts

In addition to mitochondria, insects have intimate intra- and extracellular relationships with
a diverse array of organisms including viruses, bacteria, yeasts, and rickettsia (Schwemmler
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and Gassner 1989, Douglas 1992). The details of the relationship between the host and these
microorganisms usually are unknown, but we are learning more with the aid of molecular
tools.

For example, the rice weevil Sitophilus oryzae (Rhynchophoridae) has four intracellular
genomes that are involved in the weevil’s biology. These are nuclear, mitochondrial, prin-
cipal endosymbiont, and Wolbachia (Heddi et al. 1999, 2001). The principal endosymbiont
is found (3 × 103 bacteria/cell) in specialized bacteriocytes. A total of 3 × 106 bacteria
are found in each weevil, which is 10-fold more cells than there are beetle cells (Heddi
et al. 2001). These symbionts induce the specific differentiation of the bacteriocytes and
increase mitochondrial oxidative phosphorylation through the supply of pantothenic acid
and riboflavin. Their elimination impairs many important physiological traits, including
flight ability. This weevil supports the “serial endosymbiotic theory”; according to this
view, endosymbiosis did not occur just once in eukaryotic evolution with the origin of a
nucleus, or even twice, when an anaerobic protist acquired a respiring bacterium to give rise
to the mitochondrion. The acquisition of genomes by eukaryotic cells “continues today in
the multicellular organism” (Heddi et al. 1999). The rice weevil gut symbiont allowed the
weevil to colonize cereal plants because it supplied vitamins. Heddi et al. (1999) “consider
symbiosis in the rice weevil a sophisticated mechanism for acquiring new sets of genes.”

Symbionts may possess metabolic capabilities that the insect host lacks, and the insect
uses these capabilities to survive on poor or unbalanced diets (Douglas 1998). Under such
circumstances, the insect and microbe relationship is often required. Many insects freed
of their symbionts grow slowly and produce few or no progeny; many microorganisms
cannot grow outside their insect host, indicating the relationship is a long and intimate
one. Intracellular symbionts are found in the Anoplura, Mallophaga, Isoptera, Orthoptera,
Homoptera, Coleoptera, Diptera, and Hymenoptera. The amazing diversity of relationships
and organisms involved in these relationships with insects has raised many questions, but
provided few clear-cut answers, in large part because most symbionts cannot be cultured
outside their hosts. Many microorganisms are contained in special structures and transmitted
by a highly specific method, including transovarial transmission, to progeny. Transmission
also can occur when larvae feed on contaminated egg shells or feces.

Some insect species contain several different types of symbionts in different tissues,
including the gut, Malpighian tubules, fat body, or gonads. Bacteroids, spiroplasmas,
rickettsia, mycoplasmas, or virus-like symbionts are found in dipteran testes, ovaries,
pole cells, nurse cells, and gut wall cells. Endocytobiosis in scale insects (Homoptera)
is particularly diverse with almost 20 different types of associations described so far. In the
leafhopper Euscelidium variegatus, specific bacteria are thought to be essential for normal
growth and development, breaking down uric acid in the host cells and synthesizing amino
acids and vitamins. Symbionts are involved in normal egg development of E. variegatus;
embryos artificially lacking symbionts fail to develop normal abdomens. It is hypothesized
that some genes from this microorganism have been transferred to the nuclear genome of
E. variegatus in a manner parallel to that of mitochondria.

Some insects lacking their symbionts are apparently completely normal. For example, in
the beetle family Cerambycidae, all of which live in wood, some species have symbionts
while others lack them. The hypothesis that symbionts supply a nutrient deficiency in the
insect’s diet thus appears to be simplistic; some insects feeding on a well-balanced diet
have symbionts.

In some cases, rickettsia-like symbionts increase the likelihood that an insect vector can
transmit (vector) a disease. For example, rickettsia-like organisms in the tsetse fly Glossina
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morsitans morsitans affect infection by the sleeping sickness trypanosomes (Welburn et al.
1993). The rickettsia-like organisms produce endochitinases in the tsetse gut that inhibit
lectins in newly emerged adults. Tsetse flies lacking the rickettsia-like organisms are less
susceptible to trypanosomes (are refractory), and transmit the disease less often.

Microbial symbionts are common in insects, but a full understanding of their genetic and
evolutionary role remains to be determined. In the few cases that have been well studied,
a genetic interplay between insect host and symbiont occurs, each supplies factors to the
other, and the microorganism has specific means of movement and relocation within the
insect. A symbiont must be recognized by the insect as “self” rather than as foreign or they
would be subject to the insect’s immune system. Our understanding of how microorganisms
have become incorporated into insect organ tissues and cells remains fragmentary, but is
advancing with the use of molecular tools (Schwemmler and Gassner 1989, Moran and
Baumann 2000).

Perhaps the most unusual recent discovery is that there are “bugs within bugs within
mealybugs” (von Dohlen et al. 2001). Mealybugs (Pseudococcidae) have endosymbionts
that live within the cytoplasm of large, polyploid host cells within a specialized structure
(bacteriome). These symbionts provide nutrients to their hosts. The relationship between
homopteran insects and these primary endosymbionts is ancient, perhaps dating to the
origins of the families or superfamilies 100 to 250 million years ago (von Dohlen et al.
2001). The mealybug hosts, Planococcus citri, package their intracellular endosymbionts
into mucus-filled spheres which surround the host cell nucleus and occupy most of the
cytoplasm. These spheres are structurally unlike eukaryotic cell vesicles. von Dohlen et al.
(2001) were able to demonstrate that the mealybug host cells actually harbor two types of
Proteobacteria. The two bacteria are not co-inhabitants of the spheres. Rather, the spheres
themselves are β-proteobacteria and the γ -proteobacteria are living inside them. This was
the first report of an intracellular symbiosis in which one bacterium lives within another.
von Dohlen et al. (2001) hypothesized that the internalization of the one bacterium by the
second may facilitate the exchange of genes and gene products which could slow or reverse
the genetic degradation that is common to organelles or long-term intracellular symbionts
over evolutionary time.

4.12.2. Wolbachia

A genus of α-proteobacteria called Wolbachia is commonly found in arthropods (Werren
et al. 1995, Rigaud and Rousset 1996, O’Neill et al. 1997, Jeyaprakash and Hoy 2000).
Wolbachia are intracellular gram-negative rods that cannot be cultured easily outside their
hosts. Wolbachia infection rates range from approximately 17 to as much as 76% of all
arthropod species (Werren et al. 1995, Jeyaprakash and Hoy 2000). Wolbachia also have
been found in crustaceans (Rigaud 1999) and nematodes (Bandi et al. 1999, Bazzocchi
et al. 2000). An understanding of their physiological and phenotypic effects on their hosts
is still being developed. The phylogeny of Wolbachia in nematodes is congruent with the
phylogeny of their hosts, suggesting they share a long coevolutionary history. That is not true
for arthropods, where it appears a great deal of horizontal transfer has occurred. Treatment
with the antibiotic tetracycline inhibits normal reproduction and development of filarial
nematodes that harbor Wolbachia, suggesting that Wolbachia are necessary to the nematode
(Langworthy et al. 2000).

Wolbachia have been implicated as the cause of both alterations in sex ratio (result-
ing in thelytoky and male killing), which will be discussed further in the chapter on
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sex determination (Chapter 10), and cytoplasmic incompatibility in arthropods. Some
Wolbachia improve fertility or vigor, while others appear to decrease these traits in their
hosts.

The molecular mechanism(s) by which reproductive incompatibility is induced by
Wolbachia are hypothesized to be due to Wolbachia’s ability to modify sperm. This hypothe-
sis suggests that paternal chromosomes are modified during spermatogenesis by Wolbachia
and this modification is “rescued” in eggs of females infected with the same strain of
Wolbachia during fertilization. If, however, the female is not infected with Wolbachia and
mates with an infected male or male infected with a different strain of Wolbachia, then the
embryos die (Figure. 4.2A). Some Wolbachia strains have been identified that fail to modify
sperm but can rescue the modification in eggs of other Wolbachia strains (Bourtzis et al.
1998).

Cytoplasmic incompatibility caused byWolbachia may be partial or complete. Sometimes
incompatibility is found in both reciprocal crosses (A× B and B ×A, bidirectional
incompatibility), perhaps due to the presence of different strains of Wolbachia in each
population. Incompatibility is more often found in one reciprocal cross (A× B or B ×A,
unidirectional incompatibility). Cytoplasmic incompatibility typically is incomplete
(less than 100%), perhaps because of inefficient transfer of Wolbachia to all progeny or
to differences in the titer of Wolbachia. Such differences in titer could occur naturally if
the infected insects encounter antibiotics in their environment or if they experience high
temperatures (typically >30◦C) (Snook et al. 2000).

Some insects appear to have Wolbachia only in their germ-line tissues (ovaries and
testes) while others have Wolbachia in somatic tissues (Dobson et al. 1999). Large num-
bers of Wolbachia have been found in ovaries and testes of populations with cytoplasmic
incompatibilities. Incompatible strains have been converted to compatible by treating
the colonies with heat or antibiotics, which eliminates or greatly reduces the Wolbachia
population.

Wolbachia can be transferred to new populations experimentally by microinjecting
infected egg cytoplasm into uninfected eggs. Transinfected strains of D. simulans and
D. melanogaster with high titers of Wolbachia exhibited cytoplasmic incompatibilities at
high levels, but those with low titers exhibited low levels of incompatibility, suggesting that
a threshold level of infection is required and that host factors may determine the density of
the Wolbachia in the host (Boyle et al. 1993).

Wolbachia have been identified in at least 70 species of parasitic Hymenoptera, including
species in the Aphelinidae, Encyrtidae, Eulophidae, Pteromalidae, Torymidae, Trichogram-
matidae, Cynipidae, Eucoilidae, Braconidae, Ichneumonidae and Proctotrupoidae, and in
three dipteran parasitoids (Tachinidae) (Cook and Butcher 1999). Both cytoplasmic incom-
patibility and induction of parthenogenesis in these parasitoids may be caused byWolbachia.
Many hymenopteran parasitoids have both bisexual (arrhenotokous) and unisexual strains
consisting only of females (thelytoky), probably due to the presence of Wolbachia.

Phylogenetic analysis suggests that the Wolbachia common ancestor evolved between 80
and 100 million years ago (O’Neill et al. 1992), whereas the arthropod common ancestor
occurred at least 200 million years earlier. Thus, Wolbachia probably have invaded arthro-
pods through horizontal transmission (Heath et al. 1999, O’Neill et al. 1992, Jeyaprakash
and Hoy 2000). Some arthropods have been found to have double or even triple infections
of Wolbachia. The effects of these multiple infections usually are unknown.

Several methods have been proposed as mechanisms for horizontal transfer, including
the movement of Wolbachia from host arthropods to their parasitoids. Heath et al. (1999)
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Figure 4.2. A) Cytoplasmic incompatibility due to Wolbachia between different individuals or populations
can result in a failure to produce progeny when a Wolbachia-infected male mates with an
uninfected female. B) If isolated populations of a species become infected with different types
of Wolbachia (WA and WB), then these populations could become reproductively isolated if
they later come into contact.
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experimentally transferredWolbachia from Drosophila simulans to a novel host, its endopar-
asitoid Leptopilina boulardi, 0.711% of the time. The Wolbachia infection rate diminished
during subsequent vertical transmission to the F2 and F3 generations, perhaps because of
poor maternal transmission (unstable vertical transmission).

Experimental microinjection (artificial horizontal transfer) of Wolbachia from the
parasitoid Muscidifurax uniraptor into its host D. simulans resulted in a temporary infec-
tion, but no specific phenotypic effects were observed (van Meer and Stouthamer 1999).
These results suggest that host–symbiont interactions are important for successful estab-
lishment of a Wolbachia infection in a new host. It is clear that Wolbachia has successfully
bridged large phylogenetic distances in its horizontal movements over evolutionary time.

The availability of PCR primers for Wolbachia genes revolutionized the study of the
distribution and evolution of Wolbachia. The Wolbachia genome project (see below) will
further revolutionize such studies. Based on a phylogeny developed using the ftsZ gene,
Wolbachia infecting arthropods have been divided into GroupsAand B, which are estimated
to have diverged from each other 58 to 67 million years ago (Werren et al. 1995). Phylogenies
based on wsp gene sequences have yielded more groups, indicating that considerable genetic
variation exists (Zhou et al. 1998, van Meer and Stouthamer 1999, Jeyaprakash and Hoy
2000). It is unclear whether these Wolbachia groups are strains or species.

Wolbachia may have a role in speciation of arthropods by generating reproductive isola-
tion (Rokas 2000), although some argue that Wolbachia’s role(s) remain unproved (Hurst
and Schilthuizen 1998). Typically, Wolbachia cause unidirectional cytoplasmic incompat-
ibility when a Wolbachia-infected male mates with an uninfected female (Figure 4.2A).
The eggs or embryos of such matings die, resulting in a fitness cost to uninfected females,
which over time results in the infected cytotype becoming fixed in the population. A prob-
lem with this speciation hypothesis is that Wolbachia are not transmitted 100% of the time
from a female to her progeny, so that some progeny will be produced that are compatible.
Secondly, incompatibility is not completely expressed (incomplete penetrance of the trait)
when infected males and uninfected females mate in natural populations (perhaps due to
differences in the titer of the Wolbachia within individuals). Furthermore, selection on both
the host and Wolbachia may favor reduced penetrance of the incompatibility phenotype
or loss of Wolbachia. This could lead to a situation in which there is no gene flow to
some gene flow (Hurst and Schilthuizen 1998). Thus, unidirectional incompatibility caused
by Wolbachia may be insufficient to cause the reproductive barriers that could lead to
speciation. Additional factors, such as hybrid sterility (sterility of the hybrid when crossed
with either of the parental species) and hybrid breakdown (the inviability or sterility of
progeny resulting from a backcross of hybrid progeny with either of the parental species),
may be necessary (Shoemaker et al. 1999). Wolbachia may enhance the speciation rate by
acting in conjunction with behavioral isolation.

A second speciation mechanism associated with Wolbachia may be by the induction of
thelytoky (reproduction by females only), as has been found in a number of hymenopteran
parasitoids such as Encarsia formosa. Populations of Encarsia no longer have males, so
that populations essentially become clonal and over time could differentiate genetically
(Cook and Butcher 1999).

A third potential Wolbachia speciation mechanism is by bidirectional incompatibility; if
a population is infected with two different strains of Wolbachia that are incompatible with
each other, then the incompatibility could act as a postzygotic reproductive barrier, as has
been suggested for the species complex of Nasonia (Hymenoptera)(Figure. 4.2B). Thus,
how Wolbachia are maintained in populations has considerable theoretical and practical
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importance. Wolbachia have been proposed as vectors for transforming their hosts, as well
as mechanisms for driving genes into populations in genetic manipulation projects for
improved pest control (see Chapter 14 for additional discussion of this topic).

The interest in the biology and evolution of Wolbachia, with its fascinating effects on
reproductive isolation (thus potentially having effects on speciation), sex ratio, feminiza-
tion, and male killing, has led to the development of a Wolbachia genome project (Bandi
et al. 1999). Four groups of Wolbachia are targets: one from the filarial worm Brugia malayi
(group D); one from D. simulans associated with cytoplasmic incompatibility; one asso-
ciated with parthenogenesis in the parasitoid Muscidifurax uniraptor, and one associated
with feminization in the crustacean Armadillidium vulgare. Genome sizes for six different
Wolbachia strains from these hosts were determined by pulsed-field gel electrophoresis
(Sun et al. 2001). The Wolbachia genomes are circular and range in size from 0.95 to
1.66 Mb, which is considerably smaller than the genomes of free-living bacteria such as
Escherichia coli (4.7 Mb).

Despite the wealth of information obtained about Wolbachia within the past few years,
our understanding of the role of Wolbachia in arthropod biology and evolution probably
remains fragmentary. For example, some Wolbachia in arthropods have been shown to
contain bacteriophages named WO (Masui et al. 1999, 2000). A phylogenetic analysis of
different WOs from several Wolbachia strains yielded a tree that was not congruent with
the phylogeny of the Wolbachia, suggesting that the phages were active and horizontally
transmitted among the various Wolbachia. Masui et al. (2000) speculated that, because all
Wolbachia strains they examined contain WO, the phage might have been associated with
Wolbachia for a very long time, conferring some benefit on its microbial hosts.

4.12.3. Polydnaviruses in Parasitoids

A particularly interesting example of an intimate relationship between insects and
symbionts is illustrated by the relationship between polydnaviruses and parasitoids. The
polydnaviruses are found only in the Braconidae and Ichneumonidae among the para-
sitic Hymenoptera (Krell 1991, Fleming 1992, Stoltz and Whitfield 1992). Polydnaviruses
are symbiotic proviruses that have double-stranded circular DNA genomes; they are lite-
rally “poly DNA-viruses,” having segmented genomes composed of several circular DNA
molecules. For example, the viral genome within Campoletis sonorensis consists of 28
DNA molecules ranging in size from approximately 5.5 to 21 kb, with the total genome
size equal to approximately 150 kb.

Polydnaviruses ensure that some species of braconids and ichneumonids (= parasitoids)
are able to successfully parasitize their insect hosts. At least 50 species of parasitoids contain
polydnaviruses (Stoltz and Whitfield 1992), and more than 30,000 species are thought
to carry them (Shelby and Webb 1999). Genera of parasitoids containing polydnaviruses
appear to be more speciose and have broader host ranges than sibling groups lacking them,
suggesting the viruses contribute to the evolutionary success of their hosts (Shelby and Webb
1999). The two polydnaviral groups, Ichnoviridae and Brachoviridae, are phylogenetically
and morphologically distinct and use different mechanisms to inhibit host immunity and
development (Webb 1998). The association between braconid parasitoids and their viruses
appears to have lasted at least 60 million years (Whitfield 1997).

Polydnaviruses replicate only in braconid or ichneumonid wasp ovaries and are secreted
into the oviducts from where, during oviposition, they are injected into host lepidopteran
larvae. The viruses appear to be vertically transmitted and integrated into the chromosome of
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the wasp (Fleming and Summers 1991). Each wasp species appears to carry a polydnavirus
characteristic of that species. If one species within a particular genus carries a polydnavirus,
all others within the genus are likely to do so (Stoltz and Whitfield 1992).

Insects possess immune mechanisms that protect them from microorganisms, other inver-
tebrates, and abiotic materials (Hultmark 1993, Gillespie et al. 1997). Protection occurs
through constitutive factors or by inducible humoral and cellular responses. Many behav-
ioral, morphological, nutritional, and endocrine factors determine whether the interactions
between a host and a parasitoid will lead to development of the parasitoid or to its destruc-
tion (Fleming 1992). Polydnaviruses alter the host insect’s neuroendocrine and immune
responses, preventing encapsulation of parasitoid eggs and larvae by host hemocytes, and
influence development of the host to benefit the parasitoid (Webb and Cui 1998, Shelby and
Webb 1999). The virus replicates asymptomatically in the parasitoid but causes a pathogenic
infection in the lepidopteran host (Webb and Cui 1998). The virus alone can induce altered
immune responses in some hosts, but in other hosts the venom injected by the wasp also
must be present for the full effect of the virus to occur. Parasitoid wasps thus appear to
benefit significantly from the polydnaviruses that replicate in their reproductive tracts. The
virus also clearly benefits if the parasitoid is able to reproduce, because polydnaviruses are
known to replicate only within their host parasitoids.

The polydnavirus–parasitoid–lepidopteran host system provides an unusual example of
an obligate mutualistic association between a virus and a parasitoid that functions to the
detriment of the parasitoids’ lepidopteran host. The origin of polydnaviruses is unknown,
as is how they became established in the parasitoid genome. Beckage (1998) speculated
that polydnaviruses may have potential value in agricultural pest management programs if
genetically engineered pathogens (viruses, bacteria, fungi) containing polydnavirus genes
could produce products that suppressed the target pest’s immune system. Alternatively,
genetically engineered parasitoids could be developed that exhibit a modified host range,
making them more effective in controlling pests.

4.12.4. Gut Symbionts in Arthropods

Insects may contain complex and diverse societies of microbes in their guts, yet relatively
little is known about how these resident microbes shape the physiology of their hosts
(Cazemier et al. 1997, Kaufman et al. 2000). The primary habitat for microorganisms
associated with insects is the hindgut. The termite gut is one of the better studied examples,
and molecular tools are improving our ability to resolve the taxonomy of the complex
relationships among termite gut symbionts.

The hindguts of termites can be compared to small bioreactors where wood and lit-
ter are degraded, with the help of symbiotic microorganisms, to provide nutrients. The
hindgut of termites is a structured environment with distinct microhabitats (Brune and
Friedrich 2000). The dense gut microbiota includes organisms from the Bacteria, Archaea,
eukaryotes, and yeasts. These diverse organisms do not occur randomly within the gut but
may be suspended in the gut contents, located within or on the surface of flagellates, or
attached to the gut wall. The identity, exact number, and location of most is inadequately
known because these organisms are difficult to culture. Molecular tools are providing sig-
nificant new information. The spirochaetes, which account for as many as 50% of the
organisms present in some termites, are a distinct phylum within the bacterial domain,
but relatively little is known about them. One molecular analysis of spirochaetes in the
termite Reticulitermes flavipes suggested there are at least 21 previously unknown species
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of Treponema (Lilburn et al. 1999). The authors concluded that the long-recognized and
striking morphological diversity of termite gut spirochaetes is paralleled by their genetic
diversity, which could reflect substantial physiological diversity (Lilburn et al. 1999).

Omnivorous cockroaches also have gut microbial communities, but the associations are
less interdependent than those of termites. As in termites, the gut microbial communities
in cockroaches anaerobically degrade plant polymers and include hydrogen-consuming
bacteria, especially methanogens. The densities of these microorganisms can be enormous;
for example, 5×1012 bacteria per ml were found in the hindgut of the cockroach Periplaneta
americana (Cazemier et al. 1997).

Antlions (Myrmeleontidae) suck out the body fluids of their prey after first paralyzing
them with a toxin produced by salivary gland secretions produced by bacteria located in
the salivary glands. The paralyzing toxin produced by these bacterial endosymbionts is
a homolog of GroEL, a heat-shock protein that functions as a molecular chaperone in
E. coli (Yoshida et al. 2001). In the antlion, the GroEL protein may act on receptors in
prey insects to induce paralysis. The antlion symbionts perhaps evolved this nonchaperone
function to establish a mutually beneficial antlion–bacterium relationship. Yoshida et al.
(2001) speculated that insecticidal proteins may be produced by other endosymbionts to
help additional fluid-feeding predatory insects.

Tsetse flies (Glossinidae) are vectors of African sleeping sickness disease in humans
and animals. Microorganisms associated with these flies, which are blood feeders, are
responsible for nutrients not found in their restricted diet. Different microorganisms have
been found in the midgut, hemolymph, fat body, and ovaries. Until molecular techniques
were used, their taxonomic status was unresolved (Aksoy 2000). Now we know that at
least three different microorganisms are present: the primary (P) symbiont, Wigglesworthia
glossinidia, is an intracellular symbiont residing in specialized epithelial cells that form
a special U-shaped organ (bacteriome) in the anterior gut. The secondary gut symbiont,
Sodalis glossinidius, is present in midgut cells. The third, Wolbachia, is found in repro-
ductive tissues. Tsetse females are viviparous, retaining each egg within the uterus where
it hatches. The larva matures there and is born as a fully developed third-instar larva.
During its intrauterine life, the larva receives nutrients and both of the gut symbionts
from its mother via milk-gland secretions; the Wolbachia are transmitted transovarially.
Efforts to eliminate tsetse symbionts with antibiotics result in retarded growth and a
decrease in egg production. Because it is difficult to eliminate only one symbiont at a
time, it is difficult to decipher the role each plays. However, the gut symbionts supply
B-complex vitamins, and Sodalis also produces a chitinase, which appears responsible
for increasing the susceptibility of its host to the sleeping sickness trypanosome (Aksoy
2000). Analysis of the Wigglesworthia and Sodalis genomes indicates that they each form
a distinct lineage in the Proteobacteria. Molecular analyses suggest that a tsetse ancestor
was infected with a Wigglesworthia and from this ancestral pair evolved the tsetse species
and Wigglesworthia strains existing today. No evidence was found for horizontal transfer of
Wigglesworthia symbionts between tsetse species. Sodalis infections might represent recent
independent acquisition by each tsetse species or multiple horizontal transfers between
tsetse species.

Among the best-studied endosymbionts of insects is Buchnera aphidicola, a bacteriocyte-
associated endosymbiont of aphids (Baumann et al. 1997, Douglas 1998, Moran and
Baumann 2000). Its complete genome has been sequenced (Shigenobu et al. 2000).
Buchnera is found in huge cells (bacteriocytes) in most of the 4400 aphid species,
supplying the aphids with essential amino acids. In return, Buchnera is given a stable and
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nutrient-rich environment. Aphids become sterile or die if their symbionts are eliminated.
The aphid–Buchnera relationship has been stable for up to 250 million years, and about
9% of the Buchnera genome is devoted to producing essential amino acids for the aphid.
Genes for nonessential amino acids are absent in Buchnera, and this symbiont depends on
its aphid host for these, making Buchnera and the aphid codependent.

Analyses of different aphid species and their Buchnera symbionts indicate that verti-
cal transmission of the symbionts has occurred from the time of the common ancestor
of aphids, approximately 150 to 250 million years ago (Moran and Baumann 2000).
Thus, there is “phylogenetic congruence with hosts, implying co-speciation,” and there
is no evidence of horizontal transfer, even within a single aphid species (Moran and
Baumann 2000). In many Buchnera lineages, genes involved in tryptophan and leucine
biosynthesis are present on plasmids rather than in the Buchnera genome. The location
of these genes on plasmids allows increased gene expression and, thus, increased ben-
efit to their aphid hosts. The number of copies of the plasmids appears to vary across
Buchnera in different aphid lineages, perhaps reflecting coordinated, adaptive adjust-
ment to the nutritional needs of the different aphid hosts. The genome of Buchnera is
unusual when compared to the free-living bacterium E. coli. First, the sequences are
very AT-biased (about 28% GC). Second, DNA sequences evolve faster in Buchnera
than in free-living relatives. Third, the genome of Buchnera (from A. pisum) is reduced
to about 650 kb, which is about one-seventh of the genome size of E. coli. Buchnera
appears to contain only a subset of about 600 of the 4500 genes present in an E. coli-like
ancestor.

Remarkably, it appears that each Buchnera contains 50 to 200 chromosomes, with the
number of copies varying with the life-cycle stage of the host. Chromosome amplification
may be used to vary the contribution of the symbiont to its host’s nutrition (Komaki and
Ishikawa 1999, 2000). The amplification of chromosome copy number to 200 copies/cell
is very unusual in the microbial world; E. coli typically has one or two chromosomes per
cell. The dramatic reduction in genome size of Buchnera and the extraordinary increase in
genome copy number make this intracellular symbiont resemble eukaryotic cell organelles
such as mitochondria and chloroplasts—which are evolutionary descendants of symbiotic
bacteria (Komaki and Ishikawa 2000). Buchnera resemble these organelles also in that they
are transmitted maternally between aphid generations.

A less intimate relationship between microbial genomes and insects is represented by the
relationship between Enterobacter agglomerans, found in the gut of the apple maggot
Rhagoletis pomonella (Lauzon et al. 2000). Enterobacteriaceae are the most common
microorganisms associated with the apple maggot in the gut and female reproductive
organs, and there are suggestions the flies use the bacteria for some vital function(s)
(Lauzon et al. 1998). In addition to E. agglomerans, Klebsiella oxytoca is found in the
gut of R. pomonella, and both are most abundant in the esophageal bulb, crop, and midgut.
These bacteria are found on host plants and other substrates in the environment. It appears
that the bacteria provide usable nitrogen for R. pomonella and other tephritids by degrad-
ing purines and purine derivatives, making them facultative symbionts. The relationship
between the Enterobacter and Klebsiella species is probably complex. Figure 4.3 illustrates
the biofilm of E. agglomerans and Klebsiella in an adult R. pomonella midgut. A biofilm
is a complex, structured community of microbes attached to surfaces. Microbial biofilms
function as a cooperative consortium in a complex and coordinated manner (Davey and
O’Toole 2000). The role of this biofilm in R. pomonella is under study (Lauzon et al.
1998).
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Figure 4.3. This scanning electron micrograph shows a biofilm of Enterobacter agglomerans and Klebsiella
species in the midgut of the apple maggot Rhagoletis pomonella. (Photo kindly provided by
C. R. Lauzon.)

4.13. Insect Development

Much of what we know about the genetics of development in insects has been learned
by studying Drosophila melanogaster (Lawrence 1992, Wilkins 1993, Powell 1997, Otto
2000), although that is beginning to change (Klingler 1994). Extensive analyses of insect
development have become feasible with the tools of molecular genetics, and thousands of
papers have been published on the molecular genetics of development in D. melanogaster.
Review articles and books have been published on this rapidly advancing field (Lawrence
1992, Wilkins 1993). A complete discussion of development is beyond the scope of this
chapter. However, the following provides a brief outline of D. melanogaster embry-
onic development that will be useful in understanding sex determination, behavior, and
P element-mediated transformation (Chapters 9, 10, and 11).

4.13.1. Oocyte Formation in D. melanogaster

A substantial amount of development of the insect embryo is determined in the oocyte,
before oocyte (n) and sperm (n) pronuclei fuse to form an (2n) embryo. Oocyte formation
in D. melanogaster is complex, involving both somatic and germ-line cells. The ovaries
contain oocytes, which are formed from the pole cells, but the cells that surround each
egg chamber and make up the walls of the egg chambers are derived from mesoderm
(somatic tissues). The pro-oocyte arises in a set of cell divisions within the ovary from
an oogonial stem cell. Each oogonial stem cell divides to give a daughter stem cell and
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a cystoblast cell. The cystoblast cell gives rise to a set of 16 sister cells in four mitotic
divisions, which provides a cyst. One of these 16 cells becomes the pro-oocyte, and eventu-
ally the oocyte, while its 15 sister cells become nurse cells whose function is to synthesize
materials to supply the growing oocyte. The 16-cell cyst, surrounded by a layer of somatic
cells, is termed the egg chamber. The final stages of egg chamber development involve
covering the cyst with a monolayer of pre-follicle cells, which are somatic in origin. These
80 somatic cells divide an additional four times to give 1200 follicle cells which cover
each cyst.

Initially Drosophila oocytes and nurse cells are roughly the same size, but increase in
volume by approximately 40-fold when vitellogenin begins to accumulate about halfway
through development of the oocyte. Some vitellogenin is derived from the follicle cells,
but most is produced in the fat body and transported to the ovary (Raikhel and Dhadialla
1992). The later stages of oocyte development involve very rapid growth, with the oocyte
increasing in volume 1500-fold. While the oocyte is increasing in size, the nurse cells are
decreasing because their contents are being deposited in the oocyte. Nurse cells, derived
from the germ line, are polyploid, containing 512 and 1024 times the haploid DNA content.
These polyploid nurse cells synthesize proteins, ribosomes, and mRNAs. These products,
and mitochondria, are transferred to the oocyte by intercellular channels. Thus, the oocyte
contains products produced by the mother, which means that initial development in the
oocyte is highly dependent upon the genome of the mother (= maternal effects). Finally,
the vitelline membrane and the chorion are secreted around the oocyte by follicle cells, and
the oocyte enters metaphase of meiosis I. Follicle cells are polyploid, secreting the vitelline
membrane of the oocyte and the chorion. The oocyte remains arrested at metaphase of
meiosis I until after fertilization.

The oocyte increases in total volume during its development by approximately 90,000-
fold. Oogenesis is a complex developmental pathway that is estimated to require the function
of 70 to 80% of all genes in the Drosophila genome, although the great majority are
expressed during other stages of development as well. Only about 75 genes are expressed
exclusively during oogenesis (Perrimon et al. 1986). The egg of D. melanogaster is rich
in stored RNA, including rRNA and mRNA. The bulk of the maternally produced, stored
mRNA is derived from transcription of nurse cell nuclei during egg chamber growth, but
some mRNA may be derived from the oocyte nucleus itself, which is active briefly about
halfway through development. The total amount of mRNA in the oocyte is equal to about
10% of the single-copy DNA of the Drosophila genome and corresponds to approximately
8000 distinct protein coding sequences. Most of the mRNA codes for proteins that are
required early in embryogenesis, including proteins such as tubulins and histones. Products
from a few maternal genes continue to affect development in D. melanogaster during the
larval stage.

4.13.2. Embryogenesis in D. melanogaster

Fertilization occurs when the mature oocytes are released into the oviducts. A single sperm
enters the egg cytoplasm through a special channel in the anterior region of the oocyte
called the micropyle. Fertilization initiates the completion of meiosis I and II, producing two
polar-body nuclei and the female pronucleus. After the haploid male and female pronuclei
unite (syngamy), early embryogenesis takes place so rapidly there is no time for cell growth
(Figure 4.4). Initial mitoses are atypical because the first nine divisions result in a syncytium
containing approximately 512 nuclei that lack cellular membranes.
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Figure 4.4. Early embryonic stages of Drosophila melanogaster from fertilization to just before gastrula-
tion, showing the appearance of pole and somatic buds and cessation of division of yolk nuclei.
Numbers indicate division cycles; each cycle begins with the start of interphase and ends at
the conclusion of mitosis. Embryos are in longitudinal section without the vitelline membrane.
All nuclei (black circles) are shown for cycles 1–5, and afterwards only some are shown. Stip-
pled areas represent yolk, and open areas represent yolk-free cytoplasm. Yolk-free cytoplasm
is found both at the periphery (= periplasm) and in islands around the nuclei. During cycles
1–7, nuclei multiply exponentially in the central region of the fertilized egg. Cycle 8 illustrates
migration of the majority of the nuclei to the periphery, leaving the future yolk nuclei behind
in the center. Yolk nuclei continue to divide in synchrony with other nuclei in cycles 8–10;
they then cease dividing and become polyploid. Early in cycle 9, a few nuclei appear in the
posterior periplasm and cause protrusions of the cytoplasm, called pole buds. During cycle 10,
the remaining migrating nuclei enter the periplasmic region, forming somatic buds over the
entire embryonic surface. During the 10th cycle, pole buds are pinched off to form pole cells.
After this, synchrony between the pole cells and the syncytium is lost. The syncytial nuclei
continue to divide synchronously. The periplasm begins to thicken in cycle 13. During cycle
14, the formation of a plasma membrane begins to separate cells over the entire surface of the
embryo, with nuclei elongating to match elongated cells formed by late cycle 14A. During
14B, gastrulation movements begin with the infolding of the cephalic furrow (anterior) and
posterior midgut furrow, and subsequently the cells no longer divide synchronously.
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After seven nuclear divisions, and when there are 128 nuclei in the central region of the
egg, most of the nuclei and their surrounding cytoplasm migrate outward as they continue
to divide. A few nuclei are left behind, which divide once to become yolk nuclei that do not
become incorporated in the embryo (Figure 4.3). After nine divisions, most of the nuclei
have migrated to the egg surface. At this time, the soma and germ-line nuclei segregate when
about 15 nuclei move to the posterior region of the egg, bud off, and eventually become
the nuclei in the pole cells. These nuclei divide about twice more and become pole cells
that will give rise to the germ-line tissues of the fly. Meanwhile, the other nuclei migrate
to the surface of the egg and divide four times more in synchrony to produce a syncytial
blastoderm.

Finally, the membrane covering the egg invaginates to enclose each nucleus in a separate
membrane, to form a cellularized blastoderm (Figure 4.4). The blastoderm is the layer
of cells in an insect embryo that completely surrounds an internal yolk mass. The cellular
blastoderm develops from a syncytial blastoderm by partitioning the cleavage nuclei with
membranes derived from infolding of the oolemma. During the cellular blastoderm stage,
D. melanogaster exhibits the long germ band type of development in which the pattern
of segmentation is established by the end of blastoderm. Some other insects exhibit the
short germ band type of development in which all or most of the metameric pattern is
completed by the sequential addition of segments during elongation of the caudal region of
the embryo.

Prior to the cellularized blastoderm stage, the dividing nuclei are equivalent and totipo-
tent, but after the cellularized blastoderm stage is reached, specific body segments have
been determined. The cellularized blastoderm stage is a key transition point in embryoge-
nesis in D. melanogaster because this is the period during which the products of maternal
genes become less important. It is thought that only a few zygotic genes are active prior
to cellularization. After the cellularized blastoderm stage, the genes in the zygote begin to
dominate in directing the development of the embryo. After additional development, the
insect embryo gives rise to a segmented larva with three major tagmata: the head, thorax,
and abdomen.

4.13.3. Postembryonic Development

D. melanogaster is a holometabolous insect with sequential life stages: egg → larval
stage 1 → molt → larval stage 2 → molt → larval stage 3 → molt → pupa → molt → adult.
The larva hatches (= ecloses) from the egg, grows, and molts after each larval stadium.
After the third larval stadium, the insect molts, pupates, and undergoes metamorphosis to
the adult form. During metamorphosis, most of the larval tissues are digested.

Adult structures develop from cells in structures called imaginal discs and abdominal
histoblast nests that will give rise to the abdominal epithelium. The cells that give rise
to the 19 imaginal discs become segregated from surrounding cells during the first half
of embryogenesis. By the time the larva hatches, the imaginal discs and histoblast cells
are visibly distinct from the surrounding larval cells because they have smaller nuclei and
an undifferentiated appearance. The labial, clypeolabral, antennal + eye, thoracic, three
leg, wing, and haltere (= wings on metathorax of other insects) imaginal discs are paired.
In addition, there is a single fused genital disc. Imaginal cells are diploid and able to divide.
By contrast, most of the 6000 somatic cells of D. melanogaster grow in size but do not
undergo cell division. The chromosomes of the larval cells continue to undergo replication
and become polytene.
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At the end of the third larval stage, the larva transforms into a pupa. During the pupal
stage, the imaginal discs, each consisting of about 40 cells, develop into adult structures
such as legs, wings, eyes, ovaries or testes, and antennae (Larsen-Rapport 1986). Because
the imaginal discs were determined during embryonic development, the basic body plan
of the adult fly was laid down before the larva eclosed from the egg. The wings, halteres,
and legs of the adult, with as many as 50,000 cells each, are formed from the imaginal
discs. Not only is segmentation in Drosophila based on cues obtained from the mother, but
the position and organization of adult structures may also be determined by coordinates
provided by the mother (Couso and Gonzalez-Gaitan 1993). After emergence as an adult,
the insect mates and the progeny begin this developmental cycle again.

4.14. Dissecting Development with
D. melanogaster Mutants

The study of development in Drosophila is dependent upon the availability of mutants
so that the process can be dissected. In fact, in discussing development in Drosophila, the
genes influencing development are called by names that reflect their mutant form. Nusslein-
Volhard and Wieschaus (1980) began a systematic program of mutagenizing Drosophila
females in order to obtain many developmental mutants in insect embryos. In addition, many
useful developmental mutants were discovered by E. B. Lewis in his pioneering work on
Drosophila development involving the bithorax homeotic gene complex. Nusslein-Volhard,
Wieschaus, and Lewis jointly were awarded the 1995 Nobel Prize in Medicine for their
pioneering research on development.

The term homeotic was coined to describe the replacement of one part of the body by
a serially homologous part. Lewis (1978) developed the hypothesis that families of struc-
turally related genes control the specification of the insect body plan because insect bodies
are metameric (composed of serially repeating units or body segments) which differentiate
into specific structures according to their position. Likewise, the appendages in each major
body segment develop into appropriate structures, with antennae located on the head, legs
on the thoracic segments, and wings on the second thoracic segment. However, this normal
pattern is disrupted in a number of homeotic mutants.

Drosophila embryos appear to go through two phases in their development. During the
first phase, many genes appear to encode transcription factors or nuclear proteins. This
suggests that development is regulated by a cascade of transcriptional factors that regulate
other genes. There is a successive subdivision of the embryo into smaller and smaller
domains that is accomplished by the differential and combinatorial action of transcription
factors. The first phase is completed by the time cells are fully formed at the end of the
blastoderm stage.

The second phase begins after the formation of the cellular blastoderm and consists
of elaborating the information provided from reference points that have been deposited
along the dorsal–ventral and anterior–posterior axes. This requires the communication of
information between cells by intercellular signal molecules.

The genes that control Drosophila embryonic development can be divided into three
classes: 1) maternal-effect genes that specify egg polarity and the spatial coordinates
of the egg and future embryo, 2) segmentation genes, including the gap, pair-rule, and
segment polarity classes of genes, that determine the number and polarity of the body
segments, and 3) homeotic genes that determine the identification and sequence of the
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Figure 4.5. Development of segments in the embryo of Drosophila melanogaster involves a hierarchy of
regulatory genes. The earliest acting genes are maternal-effect genes that regulate the spatial
expression of later-acting genes. Some maternal gene products are present in concentration
gradients and regulate downstream genes in a concentration-dependent manner. In many cases,
genes within a given class regulate other members of the class (depicted as arrows begin-
ning and ending at the same class). Many other genes not shown may also play a role in
segmentation.

segments. Although most genes with a homeo domain are in the homeotic class, a few are
found among the segmentation genes (Figure 4.5).

4.14.1. Maternal-Effect Genes

Maternal-effect genes function in the mother, and their products (mRNAor stored materials)
influence development of oocytes and embryos. Maternal-effect genes are discovered by
determining if the mother carries a mutant gene and her embryo cannot be rescued by a
wild-type gene contributed by the father at the time the egg is fertilized. Maternal-effect
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genes are important because the basic organization of the oocyte has been accomplished
even before the egg has been fertilized. At least 38 maternal-effect genes have been studied;
about 20 affect the anterior–posterior pattern, and about 18 affect the dorsal–ventral polarity
of the embryo (Figure 4.5).

The 20 genes influencing differentiation into proper anterior–posterior polarity can be
subdivided into a group affecting the anterior half of the embryo (including bicaudal+,
Bicaudal C+, Bicaudal D+, bicoid+, exuperantia+, swallow+), a group affecting the
posterior half (including torso+, trunk+, fs (1) polehole+, fs (1) nasrat+, lethal (1)
polehole+), and a group affecting both the anterior and posterior ends (including oskar+,
staufen+, tudor+, valois+, vasa+, cappuccino+, spire+, nanos+, and pumilio+). Of the
18 genes affecting dorsoventral polarity, several are required for the polarity of both
the eggshell and embryo, and several are required for the polarity of the embryo only
(Wilkins 1993).

Determining the dorsal–ventral and anterior–posterior polarity in the embryo is a highly
significant step. The Toll+ gene is a dorsalizing gene, and mutations produce embryos
lacking both ventral and lateral structures. The Toll+ gene product appears be a morphogen
(molecules whose local concentration directly determine the local pattern of differentiation),
because when the wild-type gene product is injected into mutant embryos it can make the
affected region become the dorsal region of the fly.

A major determinant of anterior–posterior polarity is the product of the bicoid+ gene.
It is transcribed in the nurse cells of the ovary, and the mRNA passes into the oocyte where
it becomes localized in the anterior of the egg, apparently aided by components of the
cytoskeleton that are encoded by products of the genes swallow+ and exuperentia+.

Several of the maternal-effect genes (nanos+, cappuccino+, spire+, staufen+, oskar+,
vasa+, valois+, and tudor+) are required for the localization of factors that determine the
germ line. In addition, mitochondrial large ribosomal RNA(mtlrRNA) may be important for
pole cell formation (Kobayashi et al. 1993). Thus, both mitochondrial and nuclear genomes
are involved in determination of the germ line during embryonic development.

Maternal-effect genes are most important during development of the egg up to the blas-
toderm stage. After that, genes inherited by the zygote from both parents become dominant
factors determining development. However, because development is an elaborative pro-
cess and the adult phenotype is a summation of the developmental effects accrued over the
life span of the individual, developmental events early in the life cycle can significantly
influence the phenotype at later stages. For example, maternal effects have significant and
diverse effects on insect life histories, including incidence and intensity of diapause, pro-
duction of sexual forms, wing polyphenism, dispersal behavior, development time, growth
rate, resistance to chemicals and microbial infection, and survival. Some of these influences
are caused by maternal age and diet, but some are genetically determined (Mousseau and
Dingle 1991).

4.14.2. Zygotic Segmentation Genes

During blastoderm formation, the embryo begins to develop a pattern of repeating body
segments. The genetic control of segmentation is determined by zygotic genes that have
been divided into three categories: 1) pair-rule, 2) gap, and 3) segment polarity genes.

Segmentation mutants found in Drosophila embryos initially were difficult to interpret
because they did not affect what appeared to be a single segment; usually they affected
half of one “segment” and the adjacent half of the next. Eventually, it was determined that
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true segments are not reflected by the visible cuticular patterns of sclerites and sutures;
visible segments are, in fact, parasegments. There are 14 complete parasegments in
D. melanogaster that are defined early in development; each is a precise set of cells.

Gap-gene mutants cause deletions in groups of adjacent segments, pair-rule mutants
cause pattern deletions in alternating segments, and segment-polarity mutants cause pattern
defects in every segment (Figure 4.5). Most segmentation mutants are lethals in the zygote,
but some gap genes have a maternal effect and are expressed during oogenesis. Four of
the segmentation genes ( fushi tarazu+, even-skipped+, paired+, and engrailed+) contain a
homeobox (see below). Thus, these genes encode DNA regulatory proteins or transcription
factors that bind to specific DNA or RNA sequences.

4.14.2.1. Gap Genes

Gap genes were so named because large areas of the normal cuticular pattern are deleted
in individuals with mutant phenotypes (Figure 4.6). The three wild-type versions of the
gap genes, Krüppel+, hunchback+, and knirps+, regionalize the embryo by delimiting
domains of homeotic gene expression and affect position-specific regulation of the pair-rule
genes (runt+, fushi tarazu+, even skipped+, paired+, and odd-paired+). All three gap-gene
products contain DNA-binding domains. Embryos with the mutated version of Krüppel
lack all of the thoracic and most of the abdominal segments, while knirps embryos have a
normal thoracic region but lack nearly all the abdominal segments. Embryos homozygous
for hunchback lack head segments, mesothorax, and metathorax while showing a normal
abdominal segmentation.

Figure 4.6. Embryonic segment pattern defects are illustrated with selected mutants: gooseberry and patch
are segment polarity mutants; even-skipped, odd-skipped, paired, and runt are pair-rule mutants;
and Krüppel+ and knirps+ are gap genes. Dotted regions represent denticle bands on the
developing embryo, and dotted lines show the boundaries of segments. Hatched regions indicate
the parts of the pattern that are missing in the mutants. Transverse lines link the corresponding
regions in mutant and wild-type embryos. Arrows indicate where lines of polarity have been
reversed. (From Nature 287: 796, 1980.)
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The gap genes interact to produce sharp boundaries, with wild-type alleles of hunchback+
and Krüppel+ repressing one another and knirps+ acting as a negative regulator of
Krüppel+. Thus, the establishment of stable domains by the gap genes is a two-step process:
1) a differential response to graded levels of maternal determinants, 2) followed by mutual
repression leading to the generation of stable boundaries between adjacent domains. Gap
genes regionalize the embryo by delimiting the domains of later homeotic gene expression,
and this results in position-specific regulation of the pair-rule class of genes, which give
rise to the metamerization of the embryo.

4.14.2.2. Pair-Rule Genes

The pair-rule genes were so named because mutant flies have a repetitive aberration
throughout the germ band, with the removal of integral, alternate segment-width areas
(Figure 4.6). The pair-rule genes (including runt+, hairy+, fushi tarazu+, even skipped+,
paired+, odd-paired+, odd-skipped+, sloppy-paired+) are transiently expressed in seven
or eight stripes during cellularization of the blastoderm. However, each is otherwise unique
in its expression. Both runt+ and hairy+ are initially expressed rather uniformly through-
out the embryo but begin restricted expression earlier than the others in the class. Because
runt+ and hairy+ appear to have a major role in generating the striped pattern of the other
pair-rule genes, they are called the primary pair-rule genes. The name fushi tarazu+ ( ftz+)
is a Japanese term meaning “not enough segments,” and mutants of this pair-rule gene have
half the normal number of segments. Pair-rule genes are essential, directly or indirectly, for
the initial establishment of segmentation.

4.14.2.3. Segment Polarity Genes

The segment polarity genes appear to determine a linear sequence of repeated positional
values within each segment. The segment polarity mutants have a repetitive deletion
of pattern, but the deletions occur within each segment and are followed, for many
mutants in this group, by a partial mirror-image duplication of the part that remains
(Figure 4.6). Segment polarity genes (including engrailed+, naked+, patched+, wingless+,
gooseberry+, patched hedgehog+, porcupine+, armadillo+, fused+) are required either
continuously or over extensive periods to maintain the segmentation pattern. Most or all
are required to maintain patterns in the imaginal tissues.

4.14.2.4. Homeotic Genes

In 1894 William Bateson coined the word homeosis to describe the situation in which
“something has been changed into the likeness of something else” (Lewis 1994). Bateson
was attempting to provide evidence in support of Darwin’s theory of evolution, and homeotic
variations appeared to Bateson to be the kind of dramatic changes that could explain how
evolution occurred. E. B. Lewis (1994) concluded that homeosis provided a rich legacy:
“Besides giving us the homeobox, it has opened up a completely new approach to the study
of development. And over the past 15 years, it has led to the realization that the body plan of
most animals, and presumably of plants as well, is controlled by a set of master regulatory
genes, first identified by their homeotic mutations.”

The periodic pattern of body segments generated by segmentation genes (gap genes,
pair-rule genes, and segment polarity genes) has to be converted into segments with
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different characteristics (Figure 4.5). Thus, in insects, thoracic segment 2 is different
from thoracic segment 3 and abdominal segment 2 will be different from the terminal
abdominal segments, which typically have genital structures. This fine tuning is deter-
mined by homeotic genes. Both homeotic and some segmentation genes contain a special
sequence called the homeobox. The homeobox consists of about 180 bp, which is found
in the 3′ exon of the Ultrabithorax+, abdominal-A+, Abdominal-B+, Deformed+, sex
combs reduced+, fushi tarazu+, and Antennapedia+ genes. The sequences of the different
homeoboxes are nearly identical and they mediate the binding of homeotic proteins to
specific DNA sequences and thus regulate the expression of many downstream genes. It
has been proposed that just two homeotic genes, even-skipped+ and fushi tarazu+, directly
control the expression of the majority of genes in the Drosophila genome (Mannervik 1999).
Homeodomain proteins occur in all eukaryotes, where they perform important functions
during development.

Since the first homeobox sequence was isolated from the Antennapedia+ gene in late
1983, it has been used as a probe to identify and isolate previously unknown homeotic
genes from Drosophila. Furthermore, because the homeobox is evolutionarily conserved,
this Drosophila sequence was used as a probe to identify homeotic genes from other species,
including humans (Gehring 1985). The homeobox sequence codes for 60 amino acids,
and its presence labels a protein as a DNA binding protein and the gene containing it
as one that can control other genes. One of the homeobox sequences of Xenopus is so
similar to the Antennapedia homeobox in Drosophila that only one amino acid out of 60
is different. The reason for this extraordinary conservation during evolution is not fully
understood (Gehring 1987). However, not only are the sequences of the different elements
in the vertebrate and insect gene clusters comparable, but the order of those elements on
the chromosome is conserved. Thus, the position of the anterior margin of expression in the
body axis (Ultrabithorax+ affects parasegment 5; abdominal-A+ affects parasegment 7;
Abdominal-B+ affects parasegment 10) and their order on the chromosome correlate. The
order of the homologous homeobox genes in vertebrates also is conserved. This remarkable
conservation suggests that there may have been an ancestral sequence common to flies
and humans that survives in both the hindbrain of humans and the parasegments of insects
(Lawrence 1992).

Homeotic mutants may have segments that are transformed dramatically. For example,
antennal segments may be transformed into leglike structures, and metathoracic seg-
ments with halteres may be transformed into mesothoracic segments with a set of wings
(Figure 4.7). The four-winged D. melanogaster shown in Figure 4.7 is the result of combin-
ing three separate mutated genes in one fly! Normally, of course, a pair of wings is found on
the second thoracic segment, and a small pair of balancing organs, called halteres, are found
on the third thoracic segment. However, this fly has two essentially normal second thoraces
(and no third thoracic segment) because the combined effect of the three mutations is to trans-
form the third thoracic segment into the second without affecting any other parts of the fly.

E. B. Lewis (1978) proposed a combinatorial model that assumes each insect segment is
specified by a unique combination of homeotic genes that are expressed in that particular
segment. Thus, the fewest homeotic genes would be required in thoracic segment 2, which
would be the prototypical segment, and progressively more genes would be active in the
more posterior segments. Although this model has been modified, it provided a useful
conceptual framework for investigating Drosophila development.

Homeotic genes have some unusual characteristics. First, several homeotic genes appear
to be very large relative to most other genes in Drosophila. For example, the Antennapedia+
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Figure 4.7. A four-winged Drosophila melanogaster fly showing a complete transformation of the third
thoracic segment into a second thoracic segment. The fly carries one chromosome with a
deletion of the homeotic bithorax complex, while the other chromosome carries mutations of
the bithorax (Abx, bx3) and postbithorax (pbx) loci. (Photograph provided by Edward Lewis,
California Institute of Technology.)

primary gene transcript is approximately 100 kb long and the Ultrabithorax+ transcript is
about 75 kb long. However, after the introns are spliced out, the remaining sequences
are only a few kilobases long. Many of the exons in homeotic genes appear to encode
protein domains with distinct structural or enzymatic functions. As a result, alternative
splicing patterns in large genes such as theAntennapedia and bithorax complexes may allow
organisms to adapt one basic protein structure to different, but related, developmental uses.
By adding or subtracting functional protein domains encoded by optional exons, the struc-
tural and enzymatic properties of the homeotic gene product can be modified and the ability
of the protein to interact with other cellular components can be altered as development
proceeds.

4.15. Interactions during Development

Normal development requires the coordinated expression of thousands of structural genes
in a controlled manner. Because independent control of individual structural genes would
result in chaotic development, controlling genes regulate the activity of groups of structural
genes in a coordinate manner. Such genes are presumably arranged hierarchically or form
a controlling network that ensures the proper timing of development so that the proper
pattern develops. Although development in Drosophila is not fully understood, many of
the genes and their interactions are known, including those that regulate the development
of mesoderm (Furlong et al. 2001), appendages (Morata 2001), and the eye (Thomas and
Wassarman 1999). Progress toward understanding the full process is rapid. Furthermore,
it is likely that understanding development in D. melanogaster will elucidate many of
the principles by which other higher eukaryotes develop. The molecular genetics of sex
determination is discussed in Chapter 10 and provides another example of the hierarchical
nature of development.
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4.16. Similarities and Differences in
Development in Other Insects

Although developmental studies are most advanced in D. melanogaster, it is important to
carry out comparable research with other insects to determine whether our knowledge of
development in D. melanogaster can be extrapolated to other insects (Klingler 1994, Buning
1994). Drosophila represents a relatively specialized type of development, the “long germ”
development pattern, in which segmentation occurs essentially simultaneously along the
anterior–posterior axis with the process of segmental specification under the control of
homeotic genes in the Antennapedia and bithorax complexes. Research on development in
other insects includes studies of the locust (Orthoptera) Schistocerca gregaria, the house
fly Musca domestica, the honey bee Apis mellifera, the silkworm Bombyx mori, the moth-
midge Clogmia albipunctata (Diptera), and Thysanura (firebrats), as well as the flour beetle
Tribolium castaneum.

4.16.1. Development in Tribolium

Beeman (1987) showed that six loci of homeotic genes in a single cluster (HOM-C) of
T. castaneum contain elements homologous to the homeotic genes in the Antennapedia and
bithorax complexes of Drosophila. These genes map along the chromosome in the same
order from anterior to posterior as their effects occur, but they occur in a single cluster
rather than in two as in Drosophila and with a different gene order (Beeman et al. 1989,
1993a,b). In mammals, there are four clusters of homeotic genes that are homologous to
these genes, and the gene order in both insects and vertebrates is similar. This suggests
there is a common ancestral gene cluster for both insects and vertebrates (Beeman et al.
1993b).

Tribolium with the maxillopedia mutation have labial and maxillary palps trans-
formed into leglike structures (Figure 4.8B). Tribolium with mutations of Cephalothorax+
have the head and first thoracic segment fused and the labial palps transformed into
antennae (Figure 4.8D). Tribolium with prothoraxless+ mutations exhibit fusion of head
segments with the entire thorax, and transformation of all three pairs of thoracic legs into
antennae.

Despite unique components and differences between D. melanogaster and other arthro-
pods, analyses suggest that D. melanogaster serves as a useful model for understanding
development in arthropods. Comparative studies on the molecular evolution of genes
involved in development in insects and other organisms thus may provide information
about the evolution of gene families regulating development, as well as contribute to our
understanding of the basic mechanisms underlying the genetic control of development.

4.17. Evo-Devo and the Revolution in
Developmental Studies

A new discipline of “evolutionary developmental biology,” also called “evo-devo,” has
recently emerged in which the diversity of development in animal and plant forms is studied
from an evolutionary point of view (Pennisi and Roush 1997, West-Eberhard 1998, Holland
1999, von Dassow and Munro 1999, Dalton 2000, Jenner 2000). Evo-devo combines fields
as diverse as comparative embryology, paleontology, molecular phylogenetics, and genome
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Figure 4.8. A) A ventral view of a wild-type embryo of Tribolium castaneum. B) A ventral view showing
a homeotic mutation, maxillopedia, in which the maxillary and labial palps are modified into
leg-like appendages. C) A side view of a mature wild-type embryo. D) A side view showing the
homeotic mutant cephalothorax, which results in incorporation of the prothorax into the head
and transformation of the labial palps into antennae. Maxillopedia and cephalothorax are in
the HOM-C complex and correspond to proboscipedia and sex combs reduced in Drosophila.
(Photographs provided by Richard W. Beeman.)
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Figure 4.8. continued

analysis. The goals of evo-devo (evolutionary developmental biology) are to understand
(Hall 2000):

• The origin and evolution of embryonic development
• How modifications of development and developmental processes lead to the production

of novel features
• The adaptive plasticity of development in life-history evolution
• How ecology affects development to modulate evolutionary change
• The developmental basis of homoplasy (parallel or convergent evolution) and homology

Research in evo-devo is undertaken with the understanding that the gene is the hereditary
unit and that development is hierarchical and characterized by emergent properties whose
features cannot be predicted from properties at a lower level in the hierarchy. The assumption
underlying evo-devo is that analysis of the evolution of developmental stages, processes,
and mechanisms will enable us to understand how organisms, organs, tissues, cells, and
genes evolve. Evo-devo successes include learning that (Hall 2000):

• Genes that control major developmental processes (establishment of body plans,
formation of appendages and sense organs) are shared across the animal kingdom and
arose early in metazoan evolution.

• New knowledge of developmental mechanisms underlying the formation of organs or
major body parts has led to an understanding of the mechanisms involved in their
origin from structures in ancestral organisms.

• Loss of organs does not imply loss of the developmental potential to form those organs.
• Life-history stages (embryos, larvae, adults) can develop and evolve separately, which

provides opportunities to modify and modulate embryonic development, for
specialization or diversification of adult structure, and for the evolution of novel
structures.
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• Homology is now seen as hierarchical, with homologous genes initiating development
of structures that are not homologous (such as arthropod and vertebrate eyes) and
homologous structures developing by processes that are not homologous.

For example, studies seem to confirm that there was an inversion of the dorsoventral axis
during animal evolution, with the ventral region of Drosophila homologous to the dorsal
side of vertebrates (De Robertis and Sasai 1996). Thus, developmental systems that control
patterns from eggs to adults are remarkably similar across a wide range of phyla despite
at least half a billion years of evolution since their origin from their last common ancestor
(Erwin et al. 1997). Despite their genetic similarities, the developmental systems produce
very different body plans. The basic aspects of the developmental control systems of long-
extinct animals can now be reconstructed, and the diversification of animal form and the
evolution of the genetic controls that regulate it are becoming understood (Erwin et al. 1997).

The field of evo-devo uses the concept of homology. However, homology is a difficult
and, sometimes, fuzzy term (Bolker and Raff 1996). There are at least nine homology
concepts in current use in the comparative biology literature, which makes the developing
field of evo-devo a particularly contentious one (Janies and DeSalle 1999). The concept
of homology originated from classical studies of comparative adult morphology, and one
classical definition is “the same organ in different animals under every variety of form and
function.” Another is “derived from an equivalent characteristic of the common ancestor.”
Homology has been used recently to mean “shared patterns of gene expression,” a contro-
versial use of the term (Bolker and Raff 1996) and more often is limited to “similarities
due to descent from the same ancestral source.” Unfortunately, most genes play multiple
roles in development, making it difficult to resolve homologies. For example, arthropods,
annelids, and chordates all possess segments. It remains unclear whether the segments
evolved independently or were derived from a common ancestor (Davis and Patel 1999).

New technology allows new approaches to understanding development, and the develop-
ment of vast amounts of DNA sequence information allows researchers to determine which
genes are functioning from a global perspective (White et al. 1999, Janies and DeSalle
1999). For example, it is possible, using microarray analysis (described in Chapter 7),
to evaluate the role of hundreds of genes involved in the process of metamorphosis of
Drosophila. The field of evo-devo promises to enliven discussions of development.
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Some Relevant Web Sites

The Interactive Fly (http://sdb.bio.purdue.edu/fly/aimain/links): This site has links
that provide information on development and genomes of Drosophila, Drosophila research
laboratories, sites on gene families, journals, and all principal sources of information on
Drosophila.

FlyBase. A Database of the Drosophila Genome (http://flybase.bio.indiana.edu/):
This site includes cytological maps, annotated genome maps, lists of genes and gene prod-
ucts, gene expression data, Genome Projects’ homepages, stock centers, information on
transgene constructs, transposons found in Drosophila, literature, and people working on
Drosophila.

www.fruitfly.org
www.celera.com
www.hgsc.bcm.tmc.edu/drosophila
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5.1. Overview

Genetic engineers use a number of techniques to isolate DNA, cut and join molecules,
and monitor the results. In order to clone a gene, determine its sequence, or alter the
genetic makeup of an arthropod, various microbiological techniques are employed. The
bacterium Escherichia coli has become a molecular biology workhorse because it can be
induced to produce large amounts of recombinant DNA molecules by inserting plasmids,
the bacteriophage λ, or genetically engineered variants of these agents into it.

Genetic engineers use a number of enzymes from different organisms to modify, ligate, or
splice DNA. Purifying plasmids from E. coli, visualizing DNA by electrophoresis through
agarose or polyacrylamide gels, conducting Southern blot analyses, and producing labeled
probes are techniques that are basic to the molecular geneticist. As a mechanism to introduce
these techniques, this chapter describes the steps involved in inserting a foreign gene into a
plasmid, inserting the plasmid into E. coli, and isolating and analyzing the amplified DNA
by Southern blot analysis and restriction site mapping. Northern and Western blot analyses
allow the researcher to evaluate RNA and proteins, respectively. Many of these procedures
have been simplified by the availability of commercial kits, but understanding the concepts
behind them will allow you to “trouble shoot.”

5.2. Introduction to a Simple Experiment

A diverse array of molecular genetic techniques, some arising from research on apparently
nonapplied topics, have become crucial tools that allow scientists to manipulate DNA from
living organisms. This molecular genetic revolution began only about 30 years ago.

Prior to 1970, there was no way to cut a DNA molecule into discrete and predictable
fragments, nor could specific DNA fragments be joined together. The discovery of enzymes
called restriction endonucleases and ligases solved this. Much of genetic engineering
technology is dependent upon our ability to cut DNAmolecules at specific sites and combine
them into new molecules by base pairing and ligation.

Another significant development was the harnessing of plasmids and bacteriophages
as vehicles (vectors) to replicate foreign DNA (=clone) within the bacterium Escherichia
coli. Cloning allowed nearly unlimited amounts of specific DNA to be produced for study
and manipulation. Several techniques for monitoring the results of such manipulations were
developed so that researchers could identify changes in DNA molecules as small as a single
base modification.

A simple cloning project, as would have been conducted in 1985 when many of the
current kits were unavailable, is outlined in Figure 5.1. The methods described provide the
theoretical background to many of the current protocols used, although details are changed
and may not be explained for proprietary reasons.

Understanding the theoretical bases of the techniques described in this chapter provides
a background helpful in understanding many of the procedures one carries out with com-
mercially available kits. Whenever using kits, carefully read the methods provided by the
manufacturer. Examine each step to be sure you understand what you are doing and why
before you start. If you have questions, most companies marketing kits provide a “hot line”
that you can telephone for advice and information. Because improvements in methods are
made regularly, it is a good idea to contact the manufacturer’s hot line to check on methods
updates; some won’t be in the printed directions.



5.2. Introduction to a Simple Experiment 131

Figure 5.1. Outline of a simple cloning project involving insertion of foreign DNA into a plasmid vector,
and its subsequent insertion into a bacterial host, E. coli, to produce multiple copies (clones)
of the foreign DNA in recombinant plasmids. Both foreign and plasmid DNA is cut with a
restriction endonuclease to produce ends that will allow annealing of the plasmid and foreign
DNA fragments. The addition of DNA ligase combines the two DNA molecules, and the
plasmid is inserted into E. coli where it will produce multiple copies of the new, recombinant
DNA molecule. Subsequently, the plasmids will be extracted from their host cells and used for
other studies.

The project described here is simple and basic (Figure 5.1). It involves inserting a piece
of exogenous (or foreign) DNA extracted from one organism into a plasmid that has been
engineered to serve as a vector to carry the exogenous DNA into E. coli. The E. coli cells
with the exogenous DNA (in the plasmid vector) will be mass produced to yield large
numbers of the desired DNA molecules. Once the DNA has been mass produced (cloned),
the exogenous DNA can be studied in detail.

Although the experiment in Figure 5.1 conceptually is very simple, cloning a fragment
of foreign DNA in a vector demands that several steps be achieved: 1) The circular vector
DNA must be purified and cut. 2) The exogenous DNA must be extracted, purified, and
cut. 3) The vector DNA and exogenous DNA must be joined together. 4) The reactions
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should be monitored. 5) The recombinant plasmid or vector containing the exogenous
DNA must be put back into E. coli to be amplified. 6) The recombinant plasmid then must
be removed from E. coli and purified for analysis or use of the exogenous DNA.

This chapter provides an introduction to the procedures that could be employed to carry
out the experiment in Figure 5.1. Simplified protocols of some procedures are provided
for those interested in knowing something about the steps involved, although the methods
described are illustrative rather than complete laboratory protocols. There are many excel-
lent laboratory manuals available that provide detailed techniques (Sambrook and Russell
2001) as well as Web sites with up-to-the-minute protocols. As noted above, many of the
techniques have been simplified and are available in kits provided by commercial sources.
This has led one molecular biologist to note the availability of these kits has led to a
“paradigm shift” in biology (Gilbert 1991).

5.3. Extracting DNA

The DNA to be manipulated must be extracted from an intact organism or from cells. This
DNA also must be purified before it can be used. The degree of purity needed is determined
by the goals of the experiment. Any time DNA is to be cut or ligated or cloned it must be
very clean, meaning that molecules (such as proteins, lipids, sugars) that could interfere
with these procedures have been removed.

One of the most common methods formerly used for extracting and purifying nucleic
acids used phenol (Table 5.1). First cells are disrupted mechanically by grinding to release
the genomic DNA. The insect sample usually is ground in a solution containing protease
K (Jowett 1986, Sambrook and Russell 2001). Once the DNA is released, phenol can be
used to extract DNA (or RNA) in large- or small-scale procedures. A plethora of different
phenol extraction methods have been published, but the primary function of phenol is to
remove proteins from an aqueous solution containing nucleic acids. Proteins need to be
removed because some of them may be nucleases that could damage the DNA, while others
simply could interfere with later manipulations. EDTA (ethylenediaminetetraacetic acid) is

Table 5.1. Rapid Phenol Extraction of Genomic DNA from D. melanogaster

1. Homogenize 50 to 200 flies (frozen in liquid nitrogen) in a 15 ml polypropylene tube with a Teflon
pestle in 2 ml of lysis buffer.
[Lysis buffer contains 100 mM Tris–HCl (pH 8.0), 50 mM NaCl, 50 mM EDTA, 1% SDS, 0.15 mM
spermine, 0.5 mM spermidine.]

2. Add 20 µl of proteinase K solution (10 mg/ml).
3. Leave at 37◦C for 1–2 h, but occasionally swirl and invert the tube to mix.
4. Extract once with an equal volume of phenol + chloroform + isoamyl alcohol.

(The phenol, chloroform, and isoamyl alcohol should be in a 24:24:1 ratio. The isoamyl alcohol
serves as an antifoaming agent.)

5. Spin in a bench centrifuge for 5 min at room temperature.
6. Decant the aqueous layer with a Pasteur pipette into a new tube.
7. Extract twice more with phenol + chloroform + isoamyl alcohol.

Respin and decant the aqueous layer each time.
8. Extract the aqueous layer with chloroform and isoamyl alcohol (24:1).

The interface between the organic and aqueous layer should now be clean.

Modified from Jowett (1986).
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often added; it is a chelating agent that binds magnesium (Mg2+) ions that are required for
nucleases to act on the DNA.

Highly purified phenol is mixed with the sample under conditions that favor the disso-
ciation of proteins from the nucleic acids, and the sample is then centrifuged (Table 5.1).
Centrifugation yields two phases: 1) a lower organic phenol phase carrying the protein, and
2) the less dense aqueous phase containing the nucleic acids. Highly purified liquefied phenol
ready for use in DNA extraction and purification can be purchased. Some phenol extraction
protocols include chloroform, which denatures proteins, removes lipids, and improves the
efficiency of the extractions. To reduce foaming caused by chloroform, isoamyl alcohol
also is usually added. Handle phenol with great care and use only in a fume hood; phenol
is toxic.

Extraction of DNA from cells or organisms should be carried out as quickly as possible
in ice with refrigerated buffers to minimize the activity of any nucleases present in the cells
that can degrade the DNA.

5.4. Precipitating Nucleic Acids

During cloning, it is often necessary to concentrate DNA samples or change the solvent
in which the nucleic acid is dissolved. DNA isolated by phenol contains trace amounts
of phenol, which could disrupt the activity of enzymes in subsequent manipulations if it
were not purified further. Purification can be achieved by ethanol (EtOH) precipitation,
isopropanol precipitation, or several other methods. The most versatile is probably EtOH
precipitation because it can concentrate both DNA and RNA and purify DNA after phenol
extractions.

Basically, DNA is precipitated by combining the DNA sample, a salt, and EtOH at
−20◦C or lower (Table 5.2). The precipitated salt of the nucleic acid is then sedimented by
centrifugation, the EtOH supernatant is removed, and the nucleic acid pellet is resuspended

Table 5.2. Sample Protocol for Precipitating DNA with Ethanol

For recovery of DNA from a typical reaction (1 µg DNA in 20 µl):

1. To 20 µl aqueous DNA sample in a microcentrifuge tube, add 2 µl 3 M sodium acetate pH 5.5, and
40 µl EtOH.

2. Mix well by vortexing and immerse the tube in a −70◦C bath composed of methanol plus dry ice for
15 min. The mixture should freeze or form a slurry.

3. Centrifuge the DNA precipitate in a benchtop microcentrifuge at maximum speed for 10 min in a cold
room. A whitish pellet of DNA should appear at the bottom of the tube. In general, pellets of 10 µg
are visible, while pellets of 2 µg will be invisible.

4. Remove the EtOH supernatant using a micropipette, taking care not to disturb the pellet or the area of
the tube where the pellet should be located.

5. Add 100 µl 70% EtOH (chilled to −20◦C) to the sample and vortex. This step removes any solute
trapped in the precipitate.

6. Reprecipitate the DNA by centrifugation for 2 min and remove the supernatant as before.
7. Dry the pelleted DNA for 1 to 2 min in a vacuum desiccator taking care to release the vacuum gently

so as not to dislodge the dried sample.
8. Resuspend the DNA in TE (pH 8) buffer (TE buffer contains 10 mM Tris-HCl at pH 8; 1 mM

Na2EDTA) or in sterile water.

Modified from Berger and Kimmel (1987).
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in a buffer. Which salt or which buffer is used is determined by the nature of the sample and
by the planned use for the nucleic acid. Once the DNA is purified, it can be stored at 4◦C
in TE (pH 8) buffer or sterile water. EDTA in the TE buffer helps to prevent degradation of
the DNA during storage because it chelates heavy metal ions which are commonly required
for DNase activity. For very long term storage (5 years or more), the DNA can be frozen at
−80◦C but should not be subjected to freeze–thaw cycles or it will be damaged (sheared).

The now-purified DNA can be cut, either by shearing or with a restriction endonuclease.
Shearing produces random fragments, whereas restriction endonucleases can generate frag-
ments of a desired size and with termini, or ends, appropriate to the annealing and ligation
steps of the experiment outlined in Figure 5.1.

5.5. Shearing DNA

Avariety of protocols are available to mechanically produce fragmented DNA. DNAin cells
can be broken by shear forces in solution. Sonication with ultrasound can produce DNA
fragments about 300 nucleotides long. High-speed stirring of cells in a blender at 1500
revolutions/min for 30 min will produce DNA molecules with a mean size of about 8 kb.
Breakage occurs essentially at random with respect to DNA sequence, and the broken ends
consist of short, single-stranded regions. These single-stranded termini must be modified
before the DNA can be joined to a vector, so mechanically sheared DNA is rarely used in
experiments. More often, DNA is cut in a specific manner to make it easier to manipulate it.

5.6. Cutting DNA with Restriction Endonucleases

Most cloning projects use restriction endonucleases to cut DNA. Restriction enzymes were
discovered as an outcome of basic research aimed at understanding how bacteria control
infections by bacteriophages (viruses that invade bacteria).

Most bacteria contain a variety of specific endonucleases that guard against invasion
of foreign DNA (Frank 1994). These endonucleases make cuts in double-stranded DNA
invading the cell unless the DNA has been modified in a specific manner by methylation.
Thus, “foreign DNA” has an inappropriate methylation pattern, but the bacterium’s own
DNA is protected because its methylation pattern is recognized as appropriate. More than
3400 restriction enzymes (restriction endonucleases) have been identified. Endonucleases
with at least 196 different sequence specificities are commercially available (Pingoud et al.
1993, Kessler and Manta 1990; also see the REBASE 2000 Web site, in the list following
the references at the end of this chapter).

Restriction enzymes are identified by three-letter abbreviations for the parent organism
(for example, Hin for Haemophilus influenzae or Bam for Bacillus amyloliquefaciens). An
additional letter is added, if needed, to identify a specific strain or serotype (Hind or BamH).
A Roman numeral is added to reflect the order of identification or characterization of the
specific endonuclease (HindIII or BamHI, Table 5.3).

Restriction endonucleases recognize specific sequences in DNA. They cleave the DNAin
a precise manner, producing either blunt or staggered cuts (Table 5.3). Most endonucleases
recognize sequences 4 to 6 nucleotides long, but some have 7- and 8-base recognition
sites, and a very few recognize 12-base sequences. Restriction enzymes cleave DNA to
form 5′-phosphate and 3′-hydroxyl termini on each strand (Table 5.3). Endonucleases that
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Table 5.3. Target Sites for Selected Restriction Endonucleases

Organism from which Recognition sequences
endonuclease was isolated Abbreviation

(
| indicates cleavage site

)

Bacillus amyloliquefaciens H BamHI G | GATCC
Bacillus globigii BglII A | GATCT
Escherichia coli RY13 EcoRI G | AATTC
Haemophilus aegyptius HaeIII GG | CC
Klebsiella pneumoniae KpnII GGTAC | C
Nocaardia otitidis-caviarum NotI GC | GGCCGC
Providencia stuartii PstI CTGCA | G
Serratia marcescens SmaI CCC | GGG

Recognition sequences are written from 5′ to 3′ with only one strand given. Modified from Kessler and Manta
(1990).

Table 5.4. Three Types of Termini Are Created by Restriction Enzyme Cleavage of
Double-Stranded DNA: A 5′ Overhang, Blunt Ends, or a 3′ Overhanga

EcoRI PvuII KpnI

G | AATTC CAG | CTG GGTAC | C
CTTAA | G GTC | GAC C | CATGG

G3′ 5′
AATTC CAG3′ 5′

CTG GGTAC3′ 5′
C

CTTAA5′ 3′
G GTC5′ 3′

GAC C5′ 3′
CATGG

5′ overhang Blunt end 3′ overhang

aThe | indicates where cleavage occurs when DNA is restricted, or cut, by three representative enzymes.

produce staggered breaks generate either 5′-phosphate extensions or 3′-hydroxyl extensions.
Other endonucleases produce “blunt” breaks (Table 5.4).

It is often desirable to generate DNA fragments of a specific length, with a specific
sequence, and with a particular type of end. This precision is possible with well-
characterized DNA that has been sequenced. Such precision is not possible with uncharac-
terized DNA, except to predict whether the ends will be blunt, or with 5′ or 3′ overhangs. It
is difficult to predict precisely the length of the DNA fragments that will be generated after
digesting unknown DNA sequences with a particular restriction endonuclease, although we
can predict the sequences at the ends of each fragment (Table 5.4).

Predictable fragment lengths would occur if all DNA sequences contained 50% guanine
and cytosine (G+C) base pairs, and if all bases were distributed randomly in the DNA. Under
these conditions, a 4-base sequence recognized by the restriction endonuclease would occur
approximately every 256 bases (44), a 6-base sequence would occur approximately every
4 kb (46 or 4096 bases), and an 8-base sequence would occur approximately every 65 kb.
However, many segments of DNA are not random in their G+C content. For example,
highly repetitive DNA may have several nucleotides repeated millions of times, which
obviously would bias restriction site frequencies significantly. The percentage of G+C in
DNA from different sources may vary from 22 to 73%.

Many different restriction endonucleases are commercially available in either native or
cloned form. Most manufacturers provide standardized buffers (high, medium, or low salt)
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for optimizing the reaction conditions and protocols for carrying out the digestions. Among
those available, some recognize identical sequences, although they may vary with respect
to their sensitivity to methylation and cleavage rates. Restriction endonucleases can be
degraded if not properly stored at –20◦C and should be aliquoted into small amounts so
they do not undergo multiple freeze–thaw cycles when used.

Choosing which endonuclease to use is determined by the goals of the project. Enzymes
that produce small segments of a few hundred bases are useful for restriction mapping
or for sequencing. Enzymes that produce fragments of 1 to 10 kb are useful for mapping
large DNA regions and for cloning whole genes with their introns and control sequences.
Generating even larger fragments (5 to 50 kb) is necessary for cloning into cosmid vectors
or for genome walking (as discussed in Chapters 6 and 7).

Digestion reactions with restriction endonucleases contain the DNA substrate, the
restriction endonuclease(s), Tris buffer, Mg2+, NaCl, 2-mercaptoethanol, and bovine serum
albumin. All endonucleases require Mg2+ as a cofactor, and most are active at pH values
ranging from 7.2 to 7.6. The major difference among the endonucleases is their depen-
dence on ionic strength and their temperature optima. Most digestions are done at 37◦C,
but a few restriction endonucleases perform better at lower temperatures. Endonuclease
activity is usually measured with bacteriophage λ DNA as a substrate by the manufacturer,
but activity of the endonuclease varies greatly with different DNA substrates and also can
be modified by the neighboring sequences. Enzyme activity rates can vary by a factor of
10- to 50-fold in your laboratory experiments.

The number and variety of endonucleases available for genetic manipulations continues
to increase. Endonucleases that recognize longer recognition sequences are particularly
useful if large DNA fragments are to be separated by pulsed-field gel electrophoresis. New
microbial sources of enzymes are being sought, especially those that tolerate high tempe-
ratures. Catalogues obtained from many suppliers contain useful information on restriction
endonuclease activity and their appropriate reaction conditions.

5.7. Joining DNA Molecules

Different DNA fragments cleaved by restriction endonucleases can be joined together by
ligases, which makes it possible to insert exogenous DNA into plasmid vectors. Two DNA
ligases are commonly used. One is derived from E. coli and the other from the bacterio-
phage T4. Their requirements for cofactors differ. T4 ligase requires ATP while E. coli
ligase requires NAD+. Both catalyze the joining of a 5′-phosphate and a 3′-OH group
to form a phosphodiester bond. T4 DNA ligase will catalyze the joining of blunt-ended
DNA molecules and cohesive-ended molecules, although more enzyme is required for
blunt-ended ligations.

If the restriction endonuclease used generated DNA fragment ends with uneven ends or
overhangs (Table 5.4), then the sequences of the DNA within the single-stranded regions
of the two molecules have to be complementary for ligation to occur. Ligation of 4-base
extensions is easier than ligation of 2-base extensions. Extensions that consist of G+C
bases ligate more readily than those with A+T base pairs (can you explain why?).

Blunt ends are more difficult to ligate, requiring 20 to 100 times more T4 DNA ligase
and higher DNA concentrations. The surrounding DNA sequences do not affect ligation
efficiency, but ligation is negatively influenced by the presence of contaminating endonu-
cleases or by phosphatase.
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Table 5.5. Blunt-End Ligation When the Vector to Insert Molar Ratio Is 3

In a siliconized Eppendorf tube in ice mix:
Dephosphorylated vector DNA (∼4 kb) 160 ng
DNA fragment (∼1 kb) 13 ng
10 × ligase buffer I (250 mM Tris-HCl at pH 7.5, 50 mM MgCl2, 4 µl

25% w/v polyethylene glycol 8000, 5 mM DTT, 4 mM ATP)
T4 DNA ligase 1 Weiss unit
Water to a final volume of 20 µl

Incubate at 23◦C for 4 hr and stop the reaction by adding 1 µl of 0.5 M
EDTA. Dilute fivefold before adding the mixture to competent E. coli cells
for transformation.

The optimum temperature for ligating DNA is 37◦C, but the hydrogen-bonded joint
between sticky ends is unstable at this temperature. The ligation reaction is carried out at a
temperature which is a compromise between the optimum for the rate of the enzyme action
and that for the association of the termini, and usually is done between 4 and 15◦C. Ligation
reactions often are allowed to take place overnight at these low temperatures.

The ligation reaction can be promoted by adjusting the ratio of insert DNA and vector
DNA. Ligation can also be improved when a linear DNA fragment is produced by a restric-
tion endonuclease from a circular vector; the linear fragment will often recircularize and
hydrogen bond to itself, or to other linear vector sequences. To prevent this, the linearized
plasmid vector DNA can be treated with alkaline phosphatase to remove 5′-terminal phos-
phate groups. Alkaline phosphatase prevents recircularization of the plasmid or formation
of plasmid dimers, although the phosphatase must be eliminated if the vector and linear
DNA are to be ligated. Circularization of the vector will then occur if the foreign DNA
(untreated with phosphatase) joins the ends of the vector.

Only T4 DNA ligase is able to join blunt-ended DNA molecules. A typical blunt end
ligation reaction is described in Table 5.5.

5.8. Growth, Maintenance, and Storage of E. coli

Escherichia coli has been studied extensively and its genome has been completely sequenced
(Snyder and Champness 1997, Neidhardt 1999). DNA manipulations require manipulating
bacteria, primarily derivatives of E. coli K12 strains. Different E. coli strains are used for
different purposes (Miller 1992).

Standard microbial techniques are employed: pure cultures of E. coli are obtained by
propagating cultures from single, isolated colonies on agar plates. Dilution streaking with an
inoculating loop readily produces isolated colonies, and an isolated colony can be restreaked
to obtain a pure master plate which can be stored at 4◦C for a month. It is important that
E. coli cultures be kept pure, that the phenotypes be verified prior to use, and that the
cultures be stored properly. For long-term storage, cultures can be stored in stab vials, as
frozen glycerol cultures, or as lyophilized cultures.

Overnight cultures of most strains of E. coli produce ∼4×109 bacteria per ml depending
upon the medium, the degree of aeration, the strain, and the temperature. To determine
the cell concentration, dilutions of the culture should be plated. Detailed methods for
manipulating E. coli are readily available in a number of laboratory manuals (Miller 1992,
Sambrook and Russell 2001).
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5.9. Plasmids for Cloning in E. coli

Plasmids are widely used as cloning vectors. Many plasmids have undergone extensive
genetic engineering to enhance their value as vectors (Figure 5.2). The complete sequence
of the vector usually is known, including the location of unique restriction sites (sites where
a specific endonuclease can cut the plasmid).

Wild-type plasmids are small DNA molecules that are stably inherited as extrachromo-
somal units in many kinds of bacteria. Plasmids are widely found in bacteria, but usually
are not essential to their host. Many plasmids carry genes for antibiotic resistance, anti-
biotic production, heavy metal resistance, an ability to degrade aromatic compounds, sugar
fermentation, enterotoxin production, or hydrogen sulfide production. Most are covalently
closed DNA circles, but some are linear.

Plasmids can be classified into two types depending upon whether they carry a set of
genes that promote bacterial conjugation. Plasmids also can be categorized as to whether

Figure 5.2. The structure of the cloning plasmid pBR322 showing the unique sites where restriction
endonucleases can cleave the DNA. The thin arrows inside the circle indicate the direction
of transcription of the ampicillin and tetracycline resistance genes, which serve as selectable
markers. The thick arrow shows the direction of DNA replication.
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they are maintained in multiple copies in host cells or in limited numbers per cell. Generally,
plasmids that promote bacterial conjugation are relatively large and are present in one to
three copies per bacterial cell. Plasmids that do not promote bacterial conjugation are
smaller, and multiple copies are found in a cell. Plasmids are “promiscuous” if they are able
to promote their own transfer to a wide range of bacteria and can be maintained stably in
their new hosts. Promiscuous plasmids can transfer cloned DNA molecules into different
bacteria. Wild-type plasmids could be used for cloning in E. coli, but they suffer from a
number of disadvantages, and genetically engineered plasmids have been developed that
have a number of desirable attributes.

The first genetic improvement of plasmids involved removing excess DNA so that the
plasmid is easier to manipulate in vitro, resistant to damage by shearing, and readily isolated
from bacterial cells. Smaller size is an advantage because bacterial cells usually can sustain
several smaller plasmids, which will increase the yield of the recombinant DNA molecules.

A second improvement was the addition of one or more selectable marker genes to the
plasmid (Figure 5.2). Aselectable marker allows the experimenter to identify those bacterial
cells that have taken up the plasmid during the transformation process. Many selectable
markers are antibiotic resistance genes (for example, ampicillin and tetracycline) that allow
the transformed bacteria to be grown on selective media.

A third improvement involved adding DNA containing a multiple cloning site or
polylinker that can be cut by several restriction endonucleases (Figure 5.3). The presence
of these unique restriction or cloning sites is helpful because cloning requires that both the
vector and the exogenous DNA be cut with the same endonuclease (or ones that produce
the same kinds of ends) so that the ends can be ligated together. If the plasmid had more
than one site that was cut by a specific endonuclease, the plasmid vector would be cut into
several fragments, resulting in defective vectors. A polylinker is a short segment of DNA
with sites where several different restriction endonucleases can cut. This gives the genetic
engineer options as to which restriction enzyme to use. If the polylinker is placed within a
selectable marker gene, such as lacZ, the gene function is disrupted when exogenous DNA
is cloned into it at any of the restriction sites, and the recombinant colonies can be identified
by their color.

Plasmids have been engineered by sophisticated techniques to perform a variety of defined
tasks. Expression vectors facilitate expression of proteins; for example, baculovirus vectors
are used to produce large amounts of foreign proteins in insect cells (Chapter 6). Some
vectors help identify regulatory signals that turn genes on or off, some are used for direct
selection of recombinants, some have increased stability so that they are not eliminated
from their host cells, and others are genetically altered so that high copy numbers per host
cell can be maintained. Sequencing vectors are particularly useful for DNA sequencing
because they produce a single-stranded copy of DNArather than a double-stranded molecule
(Chapter 7). Some vectors are modified so that proteins are secreted through the host cell wall
which facilitates purification of proteins, and others are modified to produce fusion proteins
to facilitate protein purification. Many versatile vectors are available from commercial
sources.

A key to effective genetic engineering is the ability to identify those cells that have been
genetically transformed. To aid in this, most plasmid vectors contain at least two selectable
markers, which often are antibiotic resistance genes. If two markers are present, then one
is often the site into which the exogenous DNA is cloned. Insertion of exogenous DNA
should inactivate that resistance gene, so that the E. coli cells containing this insertion
can be identified because they are newly susceptible to the antibiotic. Another commonly
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used selectable marker is lacZ, which allows selection of blue/white bacterial colonies.
This plasmid is described in more detail in Chapter 6.

Plasmid vectors, such as pBR322 and its derivatives, are widely used because they can be
produced in multiple copies within a cell, they are easily purified, and they can produce large
amounts of the cloned gene (Figure 5.2). pBR322 carries both ampicillin and tetracycline
resistance genes and an origin of replication, which is a sequence at which replication of the
DNA molecule is initiated. pBR322 has been completely sequenced and its restriction sites
totally characterized. This means that the exact length of each fragment from a restriction
digest can be predicted and these fragments can serve as DNAmarkers for sizing other DNA
fragments. pBR322 fragments produced after digestion with restriction enzymes range in
size from several base pairs to the entire 4.3-kb-long plasmid.

Some unique restriction sites occur within both the ampicillin and tetracycline resistance
genes of pBR322 (Figure 5.2) and these are very useful in cloning. If exogenous DNA
is inserted into a site in the ampicillin resistance gene where a restriction enzyme cuts
uniquely, the ampicillin resistance gene will be inactivated. The recombinant plasmids
contained within their E. coli host can then be identified by first spreading the transformed
E. coli onto culture plates with media containing tetracycline and then replica plating them
onto plates with ampicillin.

Replica plating is a procedure in which a particular pattern of E. coli colonies on an
agar surface is reproduced on another agar surface. The pattern is obtained by pressing
a piece of sterile velvet upon the original agar surface, which transfers cells from each
colony to the cloth, and then pressing this pattern onto another agar surface. It is important
to carefully mark the orientation of the patterns on the original and replica plates. Those
recombinant E. coli colonies that are unable to survive on the ampicillin can be recovered by
finding the colony growing on the original tetracycline plate based on their location. Many
derivatives of pBR322 have been constructed to fulfill particular cloning goals (Balbas et al.
1986).

5.10. Transforming E. coli with Plasmids

A plasmid carrying exogenous DNA must be inserted into E. coli in order to amplify,
or clone, the DNA. The process of inserting a plasmid into E. coli is called bacterial
transformation. For many years, efforts to transform E. coli were unsuccessful, and it
was only in 1970 that methods were developed. The ability to transform E. coli required
understanding its genetics and having the ability to manipulate the physiological status of
the E. coli cells to optimize the transformation reaction.

A simple transformation procedure involves suspending E. coli cells that are in the log
phase of their growth cycle in an ice-cold solution containing membrane-disrupting agents
such as PEG, DMSO, or divalent cations such as calcium chloride (Table 5.6). Plasmid DNA
is then added to a small aliquot of these competent cells (competent for transformation),
and the incubation on ice is continued for another 30 min. A heat shock is then administered
by putting the cells into 42◦C for 2 min. The cells are then transferred to nutrient broth
and incubated for 30 to 60 min to allow the plasmid to express its phenotypic properties
(plasmids often carry antibiotic resistance genes as selectable markers). The cells then are
plated onto agar plates containing a selective medium. Only those bacteria that have taken
up the plasmid with the selectable marker should survive and reproduce on the selective
medium.
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Table 5.6. Producing Competent E. coli and Transforming Them with Plasmid DNA

Using CaCl2

Producing competent cells

1. Grow a fresh overnight culture of E. coli in LB broth at 37◦C.
2. Dilute the cells 40-fold into 1 liter of fresh medium. Incubate at 37◦C with good aeration until their

density produces an absorbency rating at 550 nm of 0.4–0.5.
3. Immediately chill the culture by swirling in a ice-water bath.
4. When the cells are chilled, centrifuge the culture at 4◦C at 5000 rpm for 10 min.
5. Decant the supernatant and place the pellet in ice.
6. Resuspend the pellet in 500 ml ice-cold 100 mM CaCl2. It is easier to resuspend the pellets if they

are vortexed before the CaCl2 is added. The cells can be suspended by sucking them up and down in
a 25-ml pipette.

7. Once the cells are resuspended, incubate in ice for 30 min with occasional swirling.
8. Pellet the cells once again at 5000 rpm for 10 min at 4◦C.
9. Resuspend in 40 ml of ice-cold 100 mM CaCl2 and 15% glycerol.

10. Distribute aliquots of 0.2 ml of cells into sterile Eppendorf tubes in ice.
11. Keep in ice at 0–4◦C for 12–24 hr. This is essential for maximal competency, although the cells are

competent at this stage.
12. Freeze the tubes in ethanol–dry ice or liquid nitrogen and place immediately at −70◦C. The cells

remain competent for months if stored at −70◦C.

Transformation of competent cells

1. Thaw a tube of frozen competent cells at 4◦C.
2. Add DNA in buffer.
3. Incubate in ice for 30 min.
4. Heat shock for 2 to 5 min in a 42◦C water bath.
5. Add 0.4 ml of LB broth at room temperature to each tube and incubate for 1 hr at 37◦C.
6. Spread on agar plate with appropriate antibiotics. Incubate plates overnight at 37◦C.

Modified from Berger and Kimmel (1987).

How transformation occurs is not entirely understood. Various agents affect the bacterial
cell wall and, in the case of CaCl2, also may be responsible for binding DNA (the plasmid)
to the cell wall. The actual uptake of DNA is stimulated by the brief heat shock. Large DNA
molecules are taken up less efficiently than smaller ones; the efficiency of transformation
varies with the strain of E. coli used and is typically expressed as the number of transfor-
mant cells per µg of plasmid DNA. Various protocols produce efficiencies of 107 or 108

transformants/µg of plasmid DNA.
Electroporation can be used to insert DNA into bacterial cells as well. Electropora-

tion involves disrupting the cell membrane briefly by an electrical current so that DNA
can be incorporated. Commercial units and protocols can be purchased for electroporation
of E. coli.

5.11. Purifying Plasmid DNA from E. coli

Removing the plasmids from E. coli is necessary if experiments are to be conducted on
the now-cloned DNA. The trick is to lyse (break open) the E. coli cells just sufficiently
so the plasmids can escape without too much contamination by the bacterial chromosome.
If the bacterial cell is lysed gently, most of the bacterial chromosomal material released will
be of higher molecular weight than the plasmids and can be removed, along with the cell
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debris, by complexing with detergents and high-speed centrifugation. The plasmid DNA,
which is left in the clear liquid remaining, then can be extracted by one of two traditional
methods.

1. Cesium chloride centrifugation with ethidium bromide (EtBr) yields bands in the
centrifuge tube that contain chromosomal and plasmid DNA at different levels due to the
different densities of linear and supercoiled DNA in the presence of EtBr.

Ethidium bromide stains DNA by intercalating between the double-stranded DNA base
pairs and in so doing causes the DNA to unwind (Figure 5.4). A plasmid DNA molecule
that has not been nicked is a circular double-stranded supercoil which has no free ends and
can only unwind to a limited extent, thus limiting the amount of EtBr that it binds. A linear
DNA molecule, such as fragmented bacterial chromosomal DNA, can bind more EtBr and
become stiffer, extending the molecule and reducing its buoyant density.

2. A second method for extracting and purifying plasmid DNA exploits the observation
that within a pH range of 12.0 to 12.5, linear DNA will completely denature, but closed

Figure 5.4. Ethidium bromide (EtBr) can intercalate into DNA and cause the DNA to unwind. DNA con-
taining EtBr will fluoresce if exposed to UV radiation. EtBr is used to visualize DNA fragments
on gels after electrophoresis. EtBr can also serve as a mutagen.
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Table 5.7. Small-Scale Plasmid Preparations (Minipreps)

1. Prepare 5-ml transformed E. coli cultures in LB broth containing the appropriate antibiotic. The
cultures can be grown in disposable 14-ml plastic centrifuge tubes by picking colonies with a sterile
toothpick and dropping the toothpick into the tube. Cap the tube and incubate at 37◦C with shaking
(250 rpm) for 16 hr.

2. Pellet the cells by centrifugation at 5000 rpm for 5 min. Discard supernatant and toothpick.
3. Add 100 µl of 50 mM glucose, 25 mM Tris-HCl (pH 8), 10 mM EDTA, 2 mg/ml lysozyme (freshly

prepared). Resuspend pellet and incubate for 10 min.
4. Add 200 µl 0.2 N NaOH, 1% SDS. Mix gently. Incubate on ice for 10 min. The SDS–NaOH

solution must be made just prior to use and kept at room temperature. Mix 3.5 ml water, 1 ml 1 N
NaOH, and 0.5 ml 10% SDS.

5. Add 150 µl 3 M potassium acetate (pH 4.8). Mix gently. Incubate for 10 min in a freezer. A white
precipitate will form.

6. Centrifuge for 15 min at 15,000 rpm at 4◦C.
7. Pour supernatant into Eppendorf tubes and fill with cold ethanol. Incubate in ice for 10 min.
8. Pellet the DNA for 1 min in a microcentrifuge and aspirate off supernatant. Add 0.5 ml cold 70%

ethanol and aspirate off.
9. Dry under vacuum. Resuspend in 50 µl distilled water containing 10 µg/ml pancreatic ribonuclease

(RNase) to remove RNA.
10. The DNA is suitable for restriction analysis or fragment preparation. Use 5–10 µl per reaction. If the

DNA does not cut well, it can be re-extracted with phenol and precipitated with ethanol.

circular (plasmid) DNA will not. Plasmid-containing bacteria are treated with lysozyme
to weaken the cell wall and then lysed with sodium hydroxide and SDS (sodium dodecyl
sulfate). The chromosomal DNAis denatured, but upon neutralization with acidic potassium
acetate, the chromosomal DNA renatures and aggregates to form an insoluble network. The
high concentration of potassium acetate also causes the protein–SDS complexes and high
molecular RNAto precipitate. If the pH of the alkaline denaturation step has been controlled
carefully, the plasmid DNA molecules will remain circularized and in solution while the
contaminating molecules precipitate. The precipitate can be removed by centrifugation and
the plasmid purified and concentrated by ethanol precipitation (Table 5.7).

Many kits are now available that can be used to extract plasmids from transformed
E. coli, and automated work stations can be purchased for laboratories with a high-volume
work load.

5.12. Electrophoresis in Agarose and
Acrylamide Gels

DNA and RNA molecules can be separated by size and visualized by agarose or acrylamide
gel electrophoresis. Gel electrophoresis provides a powerful method for resolving mix-
tures of single- or double-stranded (ds) nucleic acid molecules. The nucleic acids can be
visualized in situ in the gel by staining with EtBr and examining the gel under UV light
(Figure 5.5).

At a pH near neutrality, linear DNA is negatively charged and migrates from cathode to
anode in a gel, with its mobility dependent on fragment size, voltage applied, composition
of the electrophoresis buffer, base composition, gel concentration, and temperature.
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Figure 5.5. Photograph of DNA stained with ethidium bromide and illuminated with UV light. The bands
are a pink-purple color.

Agarose gel is used for longer DNA molecules and polyacrylamide for shorter. Non-
denaturing polyacrylamide gels can be used to separate double-stranded DNA fragments
between 6 bp (20% acrylamide) and 1000 bp (3% acrylamide) in length. Nondenaturing
agarose gels can separate DNA fragments between 70 bp (3% agarose) and 10,000 bp
(0.1% agarose). Single-stranded DNA can be separated by agarose or polyacrylamide gel
electrophoresis by including a denaturing reagent in the gel.

DNA from 60 kb to 0.1 kb can be detected with agarose gels containing different
percentages of agarose. Thus, it is possible to separate DNA that is 0.1 to 3 kb long
in 2% gels, DNA that is 0.8 to 10 kb long in 0.7% gels, and DNA that is 5 to 60 kb
long in 0.3% gels. Agarose gels are usually electrophoresed at room temperature, except
for low-percentage agarose gels (<0.5%) which are easier to handle at cooler tempera-
tures, and low-melting-temperature agarose gels, which may melt if run too fast at room
temperature.

Agarose powder comes in grades which vary in purity and melting temperature. Type
II agarose is generally used, although it contains contaminants that coelute with DNA and
inhibit most commonly used enzymes. This means that DNA must be purified following
elution from this gel if it is to be ligated or cut with restriction enzymes. An alternative
involves using high-quality, low-melting temperature agarose which melts at 65◦C and sets
at 30◦C. Low-melt agarose allows DNA to remain double-stranded and also allows many
enzymes to be used in the liquid agar.

Polyacrylamide gels result from polymerization of acrylamide monomers into linear
chains and the linking of these chains with N,N′-methylenebisacrylamide (often called bis).
The concentration of acrylamide and the ratio of acrylamide to bis determine the pore size
of the resultant three-dimensional network and thus its sieving effect on nucleic acids.
Polyacrylamide gels can be used to purify synthetic oligonucleotides, isolate or analyze
DNA less than 1 kb in size, and resolve small RNA molecules by two-dimensional or
pulsed-field gel electrophoresis. Polyacrylamide gels also can be used to sequence DNA.
Polyacrylamide gel ingredients are highly toxic and should not be inhaled or touched unless
wearing gloves.
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5.13. Detecting, Viewing, and Photographing Nucleic
Acids in Gels

Ethidium bromide is a useful dye to detect both single- and double-stranded nucleic acids
in both agarose and polyacrylamide gels (Figure 5.5). Agarose gels are somewhat less
sensitive in detecting small amounts of DNA than are polyacrylamide gels. The sensitivity
for single-stranded DNA is 5- to 10-fold less.

Ethidium bromide (EtBr) can be incorporated into the gel and running buffer during
electrophoresis. Alternatively, gels can be stained after electrophoresis by placing them in
buffer containing EtBr for 30 min. Ethidium bromide is mutagenic, and thus the experi-
menter must be extremely cautious when handling it. Gloves must be worn, and care must
be taken to avoid contaminating laboratory surfaces.

As little as 0.05 µg of DNA can be visualized in one band when the gel is exposed to
ultraviolet (UV) light (Figure 5.5). The EtBr–nucleic acid complex absorbs UV irradiation
at about 260 nanometers (nm) or 300 nm. The fluorescence of EtBr stacking in duplex DNA
is 10 times greater than that of free EtBr and the emission is at 590 nm (red orange). UV
light sources (transilluminators) are used to view DNA stained with EtBr at 254 or 366 nm.
Although the short-wave model can detect smaller amounts of sample DNA, it damages
DNAby nicking or dimerization, making it unsuitable for most cloning work. Safety glasses
and a face mask must be worn by the experimenter around these UV light sources.

Agarose and polyacrylamide gels can be dried by heating under vacuum in dryers, and the
dried gels can be stored for reference. Drying must be performed prior to autoradiography,
and agarose gels should not be heated above their melting temperature. Usually, however,
photographs are taken of the gels to document the results of the experiment.

5.14. Identifying DNA by Southern Blot Analysis

It is often necessary to identify specific DNA sequences. One method to do so was invented
by Southern (1975), and the “Southern blot” has been a fundamental and versatile tool for
genetic engineers ever since. This original methods paper by Southern has been the most
cited paper ever published in the Journal of Molecular Biology (Southern 2000).

Variations on Southern blots have been developed to identify RNA or proteins in
gels. These modifications are called Northern (RNA) and Western (protein) blotting,
respectively.

In Southern blotting, DNA fragments that have been separated by electrophoresis in
an agarose gel are denatured into a single-stranded form by alkali treatment (Figure 5.6).
The gel is then laid on top of buffer-saturated filter paper. The top of the gel is covered
with a nitrocellulose filter membrane. This membrane is then overlain with dry filter paper.
Additional layers of dry filter paper or absorbent papers are stacked on top. Buffer passes
out of the gel, drawn by capillary action into the dry filter papers. As the buffer moves from
the gel, it elutes some of the denatured DNA from the gel. When the single-stranded DNA
comes in contact with the nitrocellulose lying on top of the gel, it binds to the nitrocellulose
membrane. The blotting process is carried out over several hours and results in the transfer
of part of the DNA from the gel onto the nitrocellulose membrane. It results in an (at
this point) invisible pattern of bands on the membrane surface that resembles the original
bands in the gel, with a minimal loss of resolution. The stack of filter papers is then
removed and the nitrocellulose membrane is baked at 80◦C in a vacuum to bind the DNA
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Figure 5.6. Outline of a Southern blot procedure. DNA is cut with restriction enzymes, electrophoresed,
and blotted onto nitrocellulose by capillary action. The nitrocellulose sheet containing the DNA
is baked to bind the DNA to the nitrocellulose. Specific DNA is identified by the binding of
a labeled probe (here 32P-labeled single-stranded DNA) in a hybridization procedure. Excess
probe is washed off, and the nitrocellulose sheet is then exposed to X-ray film to visualize
the location of the DNA that contains sequences homologous to the radiolabeled probe. The
conditions (stringency) under which hybridization occurs can be varied to increase or decrease
the specificity of the reaction between DNAand probe. Southern blots allow the genetic engineer
to locate specific DNA sequences.

permanently onto the surface of the nitrocellulose. Alternative methods for transferring the
DNA to a membrane involve electroblotting or vacuum blotting, which requires specialized
equipment.

To determine whether the DNAof interest is present on the blot requires probing the DNA
on the nitrocellulose membrane (Figure 5.6). The probes can be labeled by radiolabeled
32P or by nonradioactive methods. Probes can consist of radiolabeled RNA, single-stranded
DNA, or a synthetic oligonucleotide which is complementary in sequence to the DNA of
interest. The labeled probe must bind specifically to the DNA of interest but not bind to the
nontarget DNA or the nitrocellulose.

To prevent nonspecific binding, especially by single-stranded DNA probes which have
a high affinity for nitrocellulose, the nitrocellulose with the bound DNA of interest is
pretreated by placing it in a solution containing 0.2% each of Ficoll (an artificial polymer
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of sucrose), polyvinylpyrrolidone, and bovine serum albumin (also known as Denhardt’s
solution). The mixture often includes an irrelevant nucleic acid such as salmon sperm DNA,
which may act by occupying all the available nonspecific binding sites on the membrane.

The temperature at which Southern blotting is conducted is adjusted to maximize the
rate of hybridization of the probe with the immobilized DNA on the nitrocellulose and to
minimize the amount of nonspecific binding. This aspect of planning the Southern blot
is called stringency, and a highly stringent Southern blot will be more specific. After
the hybridization step, in which the labeled probe binds to the immobilized DNA on the
membrane, the membrane is washed to remove any unbound probe. The temperature at
which the washing takes place also determines the stringency of the Southern blot.

The regions on the membrane where hybridization of the labeled probe and target DNA
took place are detected by placing the membrane in contact with X-ray film if the probe was
radiolabeled. The length of time the X-ray film is exposed to the radioactivity is determined
by the amount of DNA in the blot and the degree of homology between the DNA and the
probe. If there is only a small amount of DNA present, as would be expected for a single-
copy gene in a blot of genomic DNA, the film may be exposed for 2 to 3 weeks to the
blot.

Modifications of the Southern blot method now employ nylon membranes as substrates
because they are more robust and can be reused. Thus, one probe can be removed by
high-temperature washing, and the DNA can be reprobed with a different probe. Another
advantage to nylon membranes is that the DNA can be permanently fixed to the membrane
by a brief exposure to UV light, which cross-links the DNA and fixes it to the membrane.

5.15. Labeling DNA or RNA Probes

In molecular biology, many DNA manipulation techniques depend on hybridizing a nucleic
acid probe to a target DNA or RNA sequence. Probes are required in Southern and Northern
blots, dot blots, colony/plaque blots, and in situ hybridization. Dot blots can be used to iden-
tify unfractionated DNA or RNA molecules that have been immobilized on a nitrocellulose
membrane. Plaque/colony blots detect DNA released from lysed bacteria or phage after
immobilizing the DNA on a nitrocellulose membrane. In situ hybridization is employed to
detect DNA or RNA molecules in cytological preparations.

Nucleic acid probes can be labeled by several methods, as will be described in Chapter 6.
One method to uniformly label double-stranded DNA probes is described here. Nick trans-
lation describes the incorporation of a nick (or break in one strand) of a double-stranded
DNA molecule (Figure 5.7). Nicks are introduced at widely separated, random sites along
the DNA molecule by treating the DNA with small amounts of DNase. A nick exposes a
free 3′-OH group, and DNA polymerase I of E. coli will then remove nucleotides from
the 5′ side of the nick. The simultaneous removal of nucleotides from the 5′ side and the
addition of labeled nucleotides to the 3′ side by DNA polymerase I result. If dNTPs are
radiolabeled with 32P and the nicks are random, the duplex DNA molecule will become
labeled uniformly along its length as it incorporates radiolabeled dNTPs. The reaction may
be carried out to label all four dNTPs or only one dNTP. Nick translation is particularly
useful for producing large amounts of probe for multiple hybridization reactions and where
a high probe concentration is required.

Nick translation kits are available from a number of commercial sources and provide
instructions, a stock mixture of DNA polymerase I and DNase I, and a series of buffers
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Figure 5.7. 32P-labeling of double-stranded DNA can be carried out by nick translation. The asterisks
indicate the location of radiolabeled phosphate groups that are inserted into the strand.

lacking one or more unlabeled dNTPs. The radioactive dNTPs must be obtained fresh
(within a few days) before the labeling reaction is set up because 32P-labeled dNTPs decay
rapidly.

The use of radioactive probes requires that the experimenter obtain training in their
safe use. Safety protocols also are required to prevent contamination of the laboratory and
to ensure safe disposal of the radioactive dNTPs. Most organizations require specialized
training and licensing of scientists using radioactivity and reports to confirm its safe use
and disposal (Davies 1994).

Kits are now available to label DNA without using radioactivity, which reduces potential
risks to the experimenter and eliminates the need for special disposal methods.

5.16. Removing DNA from Agarose Gels after
Electrophoresis

Several methods have been developed to recover DNA from agarose gels, including:
1) electrophoresis onto a DEAE-cellulose membrane, 2) electroelution into dialysis bags,
and 3) use of low-melting temperature agarose gels. With method 1, fragments of DNA are
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separated by electrophoresis, a slit is cut in the gel immediately ahead of the DNA frag-
ment of interest, and a sliver of DEAE-cellulose membrane is inserted. Electrophoresis is
continued until the DNA in the band has been transferred to the membrane. The membrane
is removed from the slit and washed, and the DNA is eluted from the membrane.

Method 2, electroelution, allows recovery of a wide size range of DNA but is inconve-
nient. DNA is separated by electrophoresis in agarose gel containing EtBr. The band of
interest is located with an ultraviolet lamp, and the band is cut from the gel with a razor
blade. The gel fragment containing the DNA of interest is then placed in a piece of dialysis
tubing, sealed, and placed into an electrophoresis tank. Electric current is passed through
the bag to elute the DNA out of the gel and onto the inner wall of the bag. The polarity of
the current is reversed to release the DNA from the wall of the bag, the bag is opened, and
all the buffer containing the DNA is transferred to a clean tube.

Method 3 uses low-melting-temperature agarose gels. DNAof interest is electrophoresed,
and the band of interest is detected by staining with ethidium bromide, cut out, and placed
into a clean tube.Abuffer is added, and the mixture is heated to 65◦C to melt the agarose, then
centrifuged, which will leave the DNA in the aqueous phase and the agarose in the interface.
The DNA in the aqueous phase can be purified with phenol. The DNA in the aqueous phase
is then precipitated by ammonium acetate and cold ethanol. At this point the DNA is
sufficiently pure to be digested by restriction enzymes or modified by ligases.

None of these methods is fully satisfactory in producing large amounts of pure DNA.
Problems include the presence of inhibitors of enzymatic inhibitors in the agarose, which
can affect subsequent DNA manipulations. Large fragments (>5 kb) of DNA are often inef-
ficiently recovered from agarose gels because these longer fragments bind very tenaciously
to purification matrices such as the DEAE-cellulose membrane. Small (<500 nanograms or
ng) amounts of DNA are recovered inefficiently from gels. The methods are labor-intensive
so that recovery of DNA from gels is not readily performed on large numbers of samples.
Various kits can be purchased from commercial sources to purify DNA from gels.

5.17. Restriction Site Mapping

So far in this experiment, DNA has been cloned into a plasmid and amplified in E. coli,
and specific sequence(s) have been identified by Southern blot analysis using a radiola-
beled probe. Specific bands of DNA have been isolated and the DNA purified from the
agarose gel.

Information about the cloned DNA now can be obtained by restriction site mapping,
DNA sequencing, or translation of the DNA into proteins using an expression vector. DNA
sequencing is described in Chapter 7, and translation and expression of DNA are discussed
in Chapter 6.

Restriction site mapping is a relatively simple technique that provides a physical map
of the sites in the DNA at which different restriction enzymes cut. One method for cons-
tructing restriction maps involves digesting the DNA with a series of single restriction
endonucleases in separate reactions. The products of each digestion are electrophoresed
on agarose or polyacrylamide gels. DNA marker fragments of known size (size markers)
are electrophoresed in lanes adjacent to the DNA being examined to provide estimates of
the lengths of the DNA fragments generated. DNA molecular markers of known size are
available from commercial sources. The DNA is stained with EtBr, and the bands that were
produced are examined under UV light. The banding patterns can be photographed.
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After the single digestions are done, the DNA can be digested simultaneously with two
restriction enzymes. Again, the sizes of the digestion products are analyzed by gel elec-
trophoresis, using not only size markers but the samples of the first digest for comparison.
If the products of the first and second digests are electrophoresed in adjacent lanes on the
gel, it is possible to detect small differences in migration rate. Maps are built up from these
data by a process of trial and error and basic logic. Based on the sizes of the DNA fragments
generated, it is possible to define the order of the restriction sites and the distances between
them. The resolution of map distances depends on the accuracy with which the sizes of the
DNA fragments can be estimated relative to those of the size markers. However, restriction
maps are rarely accurate to less than 100 to 200 bp.

Restriction maps of DNAprovide the experimenter with useful information for additional
experiments. Furthermore, such restriction site maps can be used as in systematics or
population genetics studies (Chapters 12, 13). You will use many of the techniques described
in this chapter for other purposes, including preparing a genomic library, as described in
Chapter 6.
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• National Center for Biotechnology Information (http://www.ncbi.nem.nih.gov)
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(http://rebase.nab.com/cgl-bin/statist)

See also Web sites of major companies selling kits and reagents, as well as major institutes,
societies and universities.
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6.1. Overview

Cloning of DNA has five essential components: 1) a method for generating exogenous
DNA fragments, 2) reactions to join exogenous DNA fragments to a vector, 3) a method
to introduce the vector into a host cell where the vector ensures the exogenous DNA is
replicated, 4) methods for selecting or identifying the vectors that contain the introduced
DNA (recombinant molecules), and 5) methods for analyzing the cloned DNA.

Genomic libraries can be constructed in λ phage and other vectors. Complementary DNA
(cDNA) libraries can be cloned into various vectors, including cosmids or phagemids.
Cloning into single-stranded M13 phage results in single-stranded DNA suitable for
sequencing.

Cloning is feasible because a diverse array of enzymes are available to synthesize,
ligate, and modify the ends of DNA molecules. Screening libraries for genes of interest
can be accomplished by nucleic acid or antibody hybridizations, chromosome walking, and
sequencing.

Cloning provides the basis for identifying specific genes, producing DNA copies of
mRNA (= cDNA), and, in some cases, producing gene products (proteins) in E. coli, yeast,
or insect cells by incorporating the DNA into expression vectors. Two insect baculoviruses
have been genetically engineered to express proteins (expression vectors) and are used to
produce proteins in insect cells in tissue culture or in intact lepidopteran larvae.

6.2. Introduction

The term “cloning” has multiple meanings. For example, Dolly the sheep is a clone because
a nucleus of a donor somatic cell was inserted into an egg (from which the original nucleus
was removed). That egg was implanted in a host ewe and produced a lamb (Dolly) that
is genetically identical to the sheep donating the nucleus. In this chapter, cloning means
that a single vector molecule (plasmid or phage or engineered versions of these) containing
exogenous DNAis multiplied in cells so that multiple identical copies (clones) are produced.
A vector is the agent used to replicate, or multiply, the exogenous DNA. Vectors are
segments of DNA with an origin of replication so that the vector is replicated after it is
introduced into a host cell. Vectors can be plasmids, bacteriophage, baculoviruses, or hybrid
engineered molecules called cosmids and phagemids.

Chapter 5 introduced the use of plasmid vectors. This chapter introduces vectors derived
from the E. coli bacteriophage λ, the single-stranded DNA bacteriophage M13, and engi-
neered, hybrid vectors combining components from bacterial plasmids andλ called cosmids.
Phagemids are engineered hybrid molecules that combine elements of plasmids and M13
vectors. BACs, bacterial artificial chromosomes, are used to clone very large segments
of DNA.

The most commonly used host cell is E. coli but others are used, including the bacterium
Bacillus subtilis or yeast Saccharomyces cerevisiae. Insect cells in tissue culture also can
be used as hosts for baculovirus expression vectors (described below).

A multitude of vectors have been developed commercially for cloning. The choice of
an appropriate vector depends upon the goal of your experiment. To develop a new vector
requires an extensive knowledge of the biology and genetics of E. coli or other host cell, the
plasmid or bacteriophage, and enzymology. It is impossible to describe all existing vectors
and their uses; furthermore, such a description would become obsolete rather rapidly. New
vectors are engineered and advertised regularly.



6.2. Introduction 155

Basically, a vector is a segment of DNA with an origin of replication which allows it to
be maintained stably after it is introduced into its host cell. Most vectors contain unique
restriction sites in a region of the vector that contains nonessential genetic information. The
unique restriction sites are where exogenous DNA fragments can be inserted into the vector.
Often several cloning or restriction sites are combined into a single region, which is called
a polylinker or multiple cloning site.

One widely used plasmid vector series is a derivative of pBR322 (plasmid BR322). It
was described and its structure illustrated in Chapter 5 (Figure 5.2). Another plasmid vector
series is the pUC group, which contains a functional segment of the E. coli lacZ gene
(Figure 5.3). Thus, E. coli containing this plasmid produce blue colonies if provided with
the appropriate substrate in the agar medium. If exogenous DNA is inserted into the cloning
site, which is located within the lacZ gene, the lacZ gene sequence is disrupted, the gene
product is no longer made, and the E. coli colonies are colorless. The pUC plasmids produce
an increased copy number in E. coli, which results in an increased yield of recombinant
DNA molecules compared to the pBR322 plasmid series.

Cloning can be used to produce gene libraries, develop mutated genes for experiments,
provide single-stranded DNA for sequencing, and permit eukaryotic genes to be translated
in E. coli, insect tissue culture cells, or lepidopteran larvae. Figure 6.1 identifies many

Figure 6.1. Generalized scheme outlining the steps employed in cloning DNA in E. coli. There are four
major components: obtaining DNA fragments, joining them to the vector, introducing the
recombinant molecule into an appropriate host cell, and identifying or selecting the recombinant
DNA of interest. All of these steps can be achieved in several ways. Choosing an appropriate
cloning scheme depends upon the goals of the experiment. (Revised from Old and Primrose
1989.)
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of the steps and procedures involved in cloning, but a full description of all the techniques
employed is beyond the scope of this chapter.

Commercial companies will provide genomic or complementary DNA (cDNA) libraries
for a fee if you provide the DNA or RNA. The availability of the polymerase chain reaction
(PCR, described in Chapter 8) makes the construction of libraries somewhat less important
than formerly, especially if the goal is to isolate only one or a few genes. Complete libraries
are essential if the entire genome is to be sequenced, however. References at the end of this
chapter provide additional information and protocols on constructing libraries.

6.3. The Perfect Genomic Library

No library is perfect. However, the perfect genomic library would contain all the DNA
sequences in the entire genome. The library would be stable and have a manageable number
of overlapping cloned segments. The clones would contain sufficiently large DNAsegments
that they could contain whole genes and their flanking sequences. Ideally, the library could
be amplified without loss or misrepresentation of sequences, and it could be stored for years
without significant loss of information. Unfortunately, no single vector provides all of these
desirable attributes.

Partially digested genomic DNA fragments can be cloned into bacteriophage λ relatively
easily. The disadvantage is that the average λ library of an insect genome would contain
>100,000 clones, each with an insert that averages ∼15 to 20 kb. Cosmid vectors have an
advantage in that the size of the inserted DNA can be two- to threefold larger, and therefore
fewer cosmids need to be evaluated to find the gene(s) of interest. Thus, cosmids can provide
a significant advantage when it is important to work with an entire gene and its flanking
sequences.

Genomic libraries constructed from random fragments of DNA are called “shotgun”
libraries. To generate a genomic library for an insect may require 106 clones to ensure that
all sequences in the genome are represented. The formula for estimating the required size
of the library is:

N = ln(1 − P)

ln(1 − a/b)

in which N is the number of clones required, P is the probability that a given sequence will
be present, a is the average size of the DNA fragments inserted in the vector, and b is the
total size of the genome.

The library can be read only if there is a key to open it. The key to libraries is some sort
of probe, as is described later.

6.3.1. λ Phage as a Vector

Lambda (λ) is a genetically complex, but well-studied, double-stranded-DNA bacterio-
phage of E. coli. The entire DNA sequence of the λ chromosome has been determined.
Nearly 40% of the 48.5-kb chromosome is not essential for propagating the phage in its
host. If this nonessential DNA is removed, about the same amount of exogenous DNA
can be inserted. At each end of the linear DNA molecule there are short, single-stranded
5′ projections of 12 nucleotides, called cos sites, that are complementary to each other in
sequence.
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Figure 6.2. The typical lytic cycle of bacteriophage λ begins when the phage adsorbs to an E. coli cell by
the tail fiber. The linear DNA molecule is injected into the host cell where it circularizes by
annealing at the cos sites. The λ DNA replicates by a “rolling circle” mechanism, producing
long concatenated molecules with the individual chromosomes annealed at the cos sites. Later
in the infection cycle, phage genes for the protein head and tail are turned on. When these
components are produced, the replicated DNA is packaged into the icosahedral head after the
concatenated DNA is cut at the cos sites. If the DNA is too long or too short, it will not be
packaged in the head, but will be lost. Lysis of the host cell then occurs, typically releasing
approximately 100 progeny phage that enter new cells to replicate.

The cos sites enable the λ chromosome to circularize after the linear phage is injected into
its E. coli host (Figure 6.2). After replication within the host cell, the λ DNA is in a linear
form when it is packaged into a protein coat. The protein coat consists of an icosahedral
head and a tail that ends in a tail fiber (Figure 6.2). The infective phage thus consists of
the DNA molecule plus a protein head and tail. The protein coat allows a phage particle
to adsorb by the tip of its tail fiber to receptor sites on the outer membrane of its host cell.
Adsorption is temperature independent but dependent upon the presence of magnesium
ions.

A wild-type λ has two phases to its life cycle. Although the temperate or lysogenic phase
is of little interest to the genetic engineer, λ that has been genetically modified to serve as
a vector retains many characteristics of the second, or lytic, phase.

In the lytic phase, early DNA transcription establishes the lytic process, middle genes
replicate and recombine the DNA, and late genes produce protein for packaging the DNA
into mature phage particles. Phage DNAis replicated in a “rolling circle” mode (Figure 6.2).
Multiple copies of the replicated DNA molecules are assembled in a linear tandem array,
with the termini of each molecule joined at the cos sites. The cos sites form the recognition
site of a specific endonuclease which cuts the DNA during the packaging process so that a
single DNA molecule is inserted into the head of the protein coat. In summary, in a lytic
infection, the phage takes over the host cell machinery: phage DNA is replicated, head and
tail proteins are made, the replicated DNA is packaged, and the host cell is lysed to release
about 100 infective particles.

In the temperate or lysogenic phase, most phage functions are repressed and lysis is
avoided. In lysogeny, the λ DNA is inserted into the host chromosome by site-specific
recombination and the phage genome (called a prophage) is replicated as part of the E. coli
chromosome. Nearly all λ vectors used in genetic engineering lack the ability to enter the
lysogenic phase.



158 6. Cloning and Expression Vectors, Libraries, and Their Screening

Figure 6.3. A schematic outline of a bacteriophage λ replacement vector. A linear molecule contains the
cos sites, a left (L) and right (R) arm, and a “stuffer” region with nonessential DNA. The vector
is digested with an appropriate restriction enzyme, the stuffer fragment is removed, and the two
arms anneal. Exogenous DNA that has been cleaved with an appropriate restriction enzyme
is added, and the fragment is ligated in. Exogenous DNA fragments 18 to 22 kb long can
be incorporated because these molecules can be successfully packaged by in vitro packaging.
E. coli is infected with the λ and thousands of individual plaques are produced. Each plaque
contains many thousands of replicas (clones) of a single phage containing exogenous DNA.

λ has been genetically improved as a vector: 1) Genes in the central region of the chromo-
some that code for events associated with recombination and lysogeny have been deleted
and replaced with exogenous DNA (Figure 6.3). 2) Vectors have been engineered to contain
DNA sequences (cloning sites) to facilitate the insertion of exogenous DNA. Engineered
versions are of two major types. Insertion vectors have a single target site at which foreign
DNA can be inserted, while replacement vectors have a pair of sites defining a fragment
that can be removed and replaced by foreign DNA (Figure 6.3).

Once exogenous DNAhas been inserted into the vector λ, this molecule can be multiplied
(cloned) by inserting it into host E. coli cells in one of two ways. Naked λ DNA (lacking a
protein coat) can be introduced into E. coli cells in a process called transfection.

Transfection is the infection of bacteria by viral nucleic acid alone. The efficiency of
transfection is > 104 recombinant clones per microgram (µg) of donor DNA. This efficiency
would suffice for the construction of genomic libraries from species with small genomes.
However, larger genomes, such as those of insects, require a more efficient method of
inserting the vector DNA into E. coli.

The way to increase efficiency in introducing recombinant λ DNA molecules into
E. coli is called in vitro packaging. By incorporating the recombinant DNA molecules
into phage protein coats, E. coli can be infected much more readily, which increases the
likelihood of producing complete genomic libraries. Efficiency of infection of E. coli with
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Figure 6.4. In vitro packaging of cloned DNA in λ involves providing a protein head and tail precursor.
The DNA is cut at the cos sites, and if the DNA is ca 50 kb in length it will be packaged in the
head. The complete phage is then used to infect E. coli and amplify the recombinant molecule.

packaged DNA can be 106 recombinants per µg of vector DNA, an increase in efficiency
over transfection by nearly two orders of magnitude.

In vitro packaging involves a number of steps and specific conditions (Figure 6.4). One
critical condition is the size of the inserted DNA. The amount of exogenous DNA inserted
into the vector must be regulated carefully: the cos sites must be separated by DNA that is
∼78 to 105% of the length of the wild-type chromosome. In an insertion vector, only 14 kb
of DNA, or less, can be cloned. In a replacement vector, up to 22 kb of DNA can be inserted.
In replacement vectors, a pair of restriction sites flank the nonessential central region of the
phage DNA called the “stuffer region.” When the stuffer region is excised and the insert
DNAis ligated into this region, a DNAmolecule is produced that can be packaged efficiently.

In vitro packaging requires the following components: 1) the DNA molecules to be
packaged, 2) high concentrations of phage head precursor protein, 3) proteins that participate
in the packaging process, and 4) phage tails. These packaging ingredients are obtained by
combining a very concentrated mixture of the lysate from two different λ strains that are
lysogenic. One mutant λ strain can progress no further in the packaging process than the
pre-head stage because it carries a mutation in a gene (gene D) and therefore accumulates
this precursor. The other mutant λ strain is prevented from forming any head structure
by a mutation in a different gene (gene E ), but can produce the tail component. In the
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Figure 6.5. An agar plate with E. coli with plaques caused by the bacteriophage λ. Each clear area indicates
where a single bacterium initially was infected with λ. After replication, the emerging λ attacked
adjacent E. coli and lysed them, resulting in a clear “plaque” of killed E. coli and λ on the surface
of the agar.

mixed lysate, both head and tail components become available so that a complete phage
can be assembled that contains recombinant DNA.

Transfer of DNA into the E. coli host involves adsorption of phage to specific receptor
sites on the outer membrane of the E. coli. Because phage will adsorb to dead cells and
debris, only healthy bacterial cultures should be used to reduce loss of efficiency. Once the
E. coli have taken up the phage, they are plated out on nutrient agar and allowed to grow at
least overnight at 37◦C.

Infected bacterial colonies grow, but clear areas (plaques) consisting of lysed cells will
be seen surrounded by an opaque background of unlysed bacteria (Figure 6.5). Each plaque
represents an original bacterial cell that was infected, ideally by only a single λ. Thus, each
plaque should contain multiple copies of a single kind of recombinant DNA molecule. Even
the smallest plaque is likely to contain sufficient phage DNA to be detectable by plaque
hybridization, a probe technique described below.

Avisual method for identifying plaques containing λ with recombinant DNAinvolves the
use of the lacZ gene. This gene codes for part of the β-galactosidase enzyme, which cleaves
lactose to produce glucose and galactose. Inserting exogenous DNA into this gene inacti-
vates synthesis of β-galactosidase. To identify E. coli colonies containing recombinant
phage, the agar is made up with a lactose analogue called X-gal (5-bromo-4-chloro-
3-indolyl-b-d-galactopyranoside). X-gal is cleaved by β-galactosidase into a product that
is bright blue. If exogenous DNA has inserted into and disrupted the β-galactosidase gene,
plaques appear white or colorless. Plaques containing λ without the exogenous DNA will
produce the blue color.

Figure 6.6 outlines the steps involved in one strategy for producing a representative
genomic library in a λ replacement vector. The genomic DNA and the vector DNA can be
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Figure 6.6. One method for producing a representative genomic library in a λ replacement vector. Two
parallel processes are carried out: preparation of the exogenous DNA and preparation of the
vector DNA. These are then ligated together and packaged in vitro. The specific restriction
enzymes and ligation method can be varied.
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prepared simultaneously. In this example, the genomic DNA is cut with a mixture of two
restriction endonucleases (HaeIII and AluI) in such a manner that the DNA is only partially
digested. The genomic DNA is then sized so that fragments about 20 kb long are isolated.
Meanwhile, the λ vector DNA is digested with the restriction enzyme EcoRI and purified so
that the stuffer fragments are removed. The genomic DNA has linker molecules added to it
prior to the annealing reaction. When the genomic DNA and the vector DNA are combined,
they anneal at their complementary cohesive ends and are ligated together. The last step
involves providing a protein coat for the DNA by in vitro packaging.

Commercial cloning kits simplify the procedures considerably because such kits provide
vectors, enzymes, in vitro packaging materials, and detailed protocols. It is even simpler to
supply genomic DNA to a company that will provide a complete genomic library for a fee.
However, a few points should be made about constructing a genomic library.

The genomic DNA to be cloned must be of high molecular weight and not excessively
sheared during its isolation from the insect. High-molecular-weight DNA is needed because
the DNAwill be partially digested with a restriction enzyme to generate a random collection
of DNA fragments and these need to be at least 20 kb long. The DNA to be digested actually
must be longer than 20 kb so that after digestion both ends of the fragment will have cohesive
ends. DNA fragments with only one cohesive end (and one broken end) cannot be inserted
into vectors. DNA shorter than 20 kb won’t be packaged into the phage and will be lost.
Thus, DNAextraction should be carefully executed to avoid damaging or shearing the DNA.

The genomic DNA fragments ideally will be representative of the entire insect genome.
If the restriction enzymes that are used cut relatively frequently compared with the desired
fragment size, a partial digestion will produce a set of overlapping fragments. Ideally these
fragments will be a nearly random array of the entire genome. However, it is possible
that some regions of the genome will not be represented because they lack the appropriate
cleavage sites for the enzyme used, or the DNA may not be cleaved with equal efficiency,
particularly in heterochromatic regions. Furthermore, some regions of the genome may be
toxic to their E. coli host cells.

After the genomic DNA has been partially digested with an appropriate restriction
endonuclease, the DNA fragments are size-fractionated by centrifugation or by gel
electrophoresis. This separates out the DNA fragments greater than or smaller than 18
to 22 kb. Preparing a representative library requires high-quality vector DNA. Large-scale
preparation of λ DNAshould yield pure preparations that lack the central stuffer region, or it
can reinsert back into the vector later on. Removal of the central stuffer region is carried out
by centrifugation, elution, or electrophoretic separation. However, it is difficult to remove
all of the stuffer fragment, so it is important to determine, by appropriate controls, how
often the stuffer is reinserted back into the vector.

The ligation reaction must be carefully regulated by optimizing concentrations of vector
and exogenous DNA. Because a portion of the DNA molecules to be ligated will have
damaged ends, the ratio of vector to insert DNA will probably have to be determined
empirically in small reactions. It is desirable to produce long concatenated molecules that
can be cut at the cos sites and packaged. Likewise, the appropriate ratios of ingredients
used for in vitro packaging will have to be determined empirically. Once the DNA has
been packaged, the phage can be stored at 4◦C for years. Alternatively, the phage can be
amplified by multiplication in E. coli.

Commonly used vectors derived from λ include the gt and EMBL series. λ gt10 was
designed for cloning short DNA fragments, especially cDNA. λ gt11 is used to construct
cDNA libraries, as described below. DNA properly aligned with the lacZ gene in λ gt11
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will be expressed in E. coli as a fusion protein. EMBL vectors are a family of replacement
vectors that provide a high level of reproduction in E. coli, polylinker cloning sites, and the
ability to select for recombinant phage. EMBL3 and EMBL4 vectors, or their derivatives,
are particularly useful for constructing genomic libraries.

6.3.2. Cloning with Cosmids

Cosmids are engineered vectors that combine characteristics of both plasmids and phage.
They have been constructed to include a fragment of λ that includes the cos site (Figure 6.7).

Figure 6.7. Outline of procedures used in cloning with a cosmid vector. This vector contains a cos site, a
restriction site for inserting exogenous DNA, and a gene for ampicillin resistance. Exogenous
DNA is cut with an appropriate restriction enzyme, as is the vector. The vector and exogenous
DNA are ligated together, producing a recombinant molecule 37–52 kb long, which can be
packaged in λ by in vitro packaging. The packaged vector infects E. coli, injecting its DNA
into the host, where it circularizes and multiplies. E. coli cells that receive the cosmid are
distinguished from cells that are not infected by their ability to survive on media containing
ampicillin.
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Cloning into cosmids is similar to cloning in λ. It involves digesting exogenous DNA
with a restriction enzyme, cutting the cosmid vector with a compatible restriction enzyme,
combining the two, and ligating them.

Once the exogenous DNA is inserted into the cosmids, cosmids are packaged in a manner
similar to that employed with λ. Packaging the cosmid recombinants into phage coats
provides a useful method for selecting the size of the inserted DNA. What is significant
about cloning with cosmids is that larger DNA fragments, 32 to 47 kb, of foreign DNA can
be inserted into the vector and still be packaged.

After in vitro packaging, cosmids are used to infect a suitable E. coli strain. Infection
of E. coli involves injection and circularization of the cosmid DNA, but no phage protein
is produced. Transformed E. coli cells are identified on the basis of their resistance to a
specific antibiotic.

While having a large capacity for DNA fragments is a benefit in cloning with cosmids,
it can be a detriment. If, during a partial digestion with restriction enzymes, two or more
genomic DNA fragments join together in the ligation reaction, a clone could be created
with fragments that were not initially adjacent to each other. This can be a problem if the
researcher is interested in the relationship between a gene of interest and the DNAsurround-
ing it. The problem can be overcome by size fractionating the partial digest. However, even
then, cosmid clones could be produced that contain noncontiguous DNA fragments ligated
to form a single insert. This problem can be solved by dephosphorylating the foreign DNA
fragments to prevent them from ligating together, but this makes cosmid cloning very sen-
sitive to the exact ratio of insert and vector DNAs. If the ratio is unbalanced, vector DNAs
could ligate together without containing any exogenous DNA insert. This is resolved by
treating the vector to two separate digestions, which generate vector ends that are incapable
of ligating to each other after phosphatasing.

Commonly used cosmid vectors include the pJB8 and the pcosEMBL family. The
pcosEMBL family was designed to simplify isolation of specific recombinants from cosmid
libraries and speed up isolating large regions of complex genomes in an ordered array of
overlapping clones (i.e., chromosome walking, which is described below). The vectors in
this family differ by having different cloning sites and different numbers of cos sites. In
our theoretical experiment, recombinant cosmids can be identified by rearing E. coli in the
presence of the antibiotic ampicillin (Figure 6.7).

6.3.3. Cloning in the Filamentous Phage M13

M13 is a filamentous phage of E. coli that contains a circular single-stranded (ss) DNA
molecule that is 6407 nucleotides long. M13 infects only strains of E. coli that have F pili
because the site where these phage adsorb appears to be at the end of the F pilus (Figure 6.8).
Replication of M13 does not result in host-cell lysis. However, the infected cells grow and
divide more slowly and extrude up to 1000 virus particles into the medium.

Replication of M13 phage (which is single-stranded) involves conversion of the DNA to
a double-stranded (ds) or replicative form (RF). The ds RF multiplies until about 100 RF
molecules are produced within the cell (Figure 6.8). The replication of the RF then becomes
asymmetric because of the accumulation of a viral-encoded binding protein that is specific
to ss DNA. The binding protein binds to the M13 DNA and prevents synthesis of a com-
plementary strand. Subsequently, only ss viral DNA is synthesized, and these are extruded
from the host cell. As the ss M13 DNA molecules move through the E. coli cell membrane,
the DNA binding protein is removed and the M13 DNA is coated with capsid protein.
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Figure 6.8. An outline of the infection cycle of the bacteriophage M13. The single-stranded phage attaches
to the F-pilus of E. coli, injects its DNA into the host, and begins to produce approximately 100
copies of double-stranded (RF) molecules. DNA replication then shifts to producing ss DNA
molecules, which are extruded through the host cell wall, during which time they are coated
with a capsid protein coat. M13 has been engineered as a vector and is used to produce ss DNA
molecules, which is particularly useful in DNA sequencing reactions.

M13 has a number of advantages as a vector. First, ss DNA is required in a number
of applications, including the dideoxy DNA sequencing method (described in Chapter 7).
Second, ss M13 vectors allow the genetic engineer to combine cloning, amplification, and
strand separation of a ds DNA fragment in one operation. Third, because the phage DNA
is replicated in a ds circular (RF) intermediate stage, the RF DNA can be purified and
manipulated just like a plasmid. Fourth, both RF and ss DNA will transfect competent
E. coli cells and yield either plaques or infected colonies. Fifth, it is possible to package
DNA up to six times the length of the wild-type M13 DNA.

The M13 phage does not contain excess DNA that can be removed. However, there
is a 507-bp region which contains the origins of replication for the viral DNA and its
complementary strand. In most vectors derived from M13, foreign DNA has been inserted
at this site. M13 vectors also have been modified by inserting polylinkers and the lacZ gene
so that white plaques are formed instead of blue if exogenous DNA has been inserted into
the lacZ cloning site.

6.3.4. Phagemids

Aphagemid is an engineered vector that contains plasmid and M13 components. Phagemids
provide another method for obtaining ss DNA. Phagemids carry two replication origins,
one a standard plasmid origin and the other derived from M13. The M13 origin is crucial
for the synthesis of ss DNA. However, production of ss DNA requires enzymes and coat
proteins coded by phage genes, which are lacking in phagemids. As a result, cells containing
a phagemid vector must be coinfected with a helper phage if ss DNA is desired. The helper
phage converts the phagemids into ss DNA molecules, which are then assembled into phage
particles and secreted from the cell.
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Figure 6.9. cDNA cloning involves two steps. In the first step an oligo(dT) anneals to the poly(A) region of
mRNA. The enzyme reverse transcriptase and dATPs, dCTPs, dGTPs, and dTTPs are provided
to produce the first cDNAstrand. Synthesis of the second strand of the cDNAinvolves additional
incubation with RNase H and DNA polymerase I. The double-stranded cDNA produced is a
complement to the mRNA, and thus lacks introns or regulatory sequences.

Many of the newer vectors are phagemids. Figure 6.9 illustrates one phagemid, pUC118.
Foreign DNA can be cloned into pUC118 and propagated as ds DNA. There is a 476-bp
fragment of M13 in these vectors, as well as a gene for ampicillin resistance. If cells carrying
the phagemid are infected with the helper virus M13K07, then phage particles are produced
containing ss DNA.

6.3.5. BACs

Bacterial artificial chromosomes (BACs) were developed so that scientists could insert very
large segments of DNA and have it cloned in E. coli. BACs can incorporate an average of
140 kb of exogenous DNA and are based on the E. coli F-factor plasmid, which maintains a
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low copy number in bacterial cells, thus minimizing the possibility of recombination which
could result in the production of chimeric clones (Shizuya et al. 1992). Basic BACs do not
contain a selection system or reporter genes suitable for expression in eukaryotic cell lines.
However, BACs have been modified to be used as expression vectors in eukaryotic cells
(Kim et al. 1998).

BACs have been extensively used in the Human Genome Project. The advantage of the
BAC vector is that it can maintain up to 300 kb of DNA, and the clones are highly stable
in their host, even after 100 generations. BACs thus facilitate the construction of DNA
libraries of complex genomes because they allow fuller representation of all sequences.

6.4. cDNA Cloning

cDNAis DNAthat is complementary to the mRNAthat is transcribed from the gene. Because
the mRNA is processed, cDNA will lack the introns usually found in insect genes. Thus, a
cDNA clone will contain the DNA sequence of the protein of interest, but will lack introns
and probably not contain the control sequences that regulate gene expression. cDNAcloning
is used to produce a cDNA library or to produce probes for screening genomic libraries.

A cDNA library allows the genetic engineer to clone only those genes that are active at
a specific time or in specific tissues. Genes that are not actively transcribed into mRNA will
not be represented in the cDNA library. Thus, a cDNA library usually contains fewer clones
than a genomic library. The gene of interest may occur in a frequency of 1×103 or 1×104.
By contrast, a single-copy gene may be present in a genomic library in a frequency of only
1×105 to 1×106. Another benefit of a cDNA library is that it is possible, if an appropriate
expression vector is used, to express a gene in a host such as E. coli or yeast. This enables
the genetic engineer to produce large amounts of a specific gene product.

The quality of a cDNA library depends on the quality of the mRNA used as the template
and the fidelity with which it can be reverse transcribed into cDNA. Messenger RNA,
together with a suitable primer, and a supply of deoxyribonucleoside triphosphates can be
converted into a ds DNA molecule with the enzyme reverse transcriptase (Figure 6.9).

The cDNA cloning process involves two steps: 1) the first strand of cDNA is produced,
and 2) a strand that is complementary to the first strand is synthesized, so that a ds DNA
molecule is produced. The primer used to synthesize the first DNA strand is usually an
oligonucleotide consisting of deoxythymidine (dT) because it can hybridize to the 3′ poly(A)
tails of template mRNA and thus give rise to full-length copies of ds DNA. Once the ds
cDNA molecule has been synthesized, it can then be inserted into a plasmid or phage vector
that is capable of replicating in E. coli and, in some cases, of being translated into a protein.

A key to producing cDNA is the enzyme reverse transcriptase. Reverse transcriptase
is capable of two functions in vitro: a polymerase activity and a ribonuclease H activity.
The polymerase activity requires: 1) a template RNA molecule hybridized to a DNA primer
with a 3′-OH group, and 2) all four dNTPs to synthesize a DNA molecule which is a faithful
complement of the RNA.

Cloning a cDNAlibrary is more complex than cloning a genomic library into λ or cosmids.
Before beginning the process, the goals of the project must be carefully considered and the
basic approach chosen after deciding how the cDNA library will be screened to identify the
gene(s) of interest (Kimmel and Berger 1987). For example, if antibodies will be used to
identify clones capable of synthesizing specific peptides, the cDNA should be cloned into
expression vectors.
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The cloning techniques vary in the type of primer used, the method for second-strand
synthesis, and methods for coupling the cDNAto the vector, which can be either a plasmid or
λ. Commercially available reverse transcriptases can synthesize copies of mRNAsequences
that are more than 3 kb long. However, the transcripts often terminate prematurely, making
clones containing the 5′-end of the mRNA rare.

Figure 6.9 outlines the synthesis of double-stranded cDNAfrom mRNA. Messenger RNA
is often prepared for cDNA cloning by affinity chromatography on oligo(dT) cellulose.
The reaction is preceded by a brief heat denaturation of the mRNA to eliminate its
secondary structure, because reverse transcriptase is inhibited if the mRNA exhibits a sec-
ondary structure. The polyadenylated mRNA, the primer, and the reverse transcriptase are
combined. The primer in this case is a short sequence of (dT) residues. The product of the
first-strand synthesis is a hybrid of mRNA and the synthesized cDNA. The first strand is
used as a template–primer complex to make the second strand of DNA. The enzyme RNase
H is used to introduce gaps in the mRNA strand. At the same time, DNA polymerase I uses
the primer–template complexes formed by RNase H to synthesize a double-stranded DNA.

Once the double-stranded DNA is synthesized, it is inserted into a vector. To insert it into
a vector, the synthesized molecule needs to have ends that can be ligated into the vector.
One option is to make the cDNA blunt-ended by end filling with the Klenow fragment of
DNA polymerase I and then ligating it into a vector that has been cut with a restriction
enzyme that produces a blunt end. Another option involves the addition of cohesive ends
to the cDNA so that it will ligate into the vector more easily. There are three methods to
add cohesive ends to the ds DNA: 1) tailing with terminal transferase, 2) adding linkers,
and 3) adding adaptors. The details of carrying out these procedures can be found in many
cloning protocols.

There are about 10,000 different mRNA molecules in an average insect cell. At least
200,000 cDNA clones should be generated to be sure that a representative cDNA library
is constructed. If the desired clone is a single-copy gene, then it will be rare, so powerful
screening methods are required to isolate the clone of interest.

Isolating RNA is more difficult than isolating DNA. Preparation of mRNA requires
the absolute elimination of ribonucleases (RNases) from glassware, pipettes, tips, and
solutions. Anything that might contaminate the reactions with RNase must be eliminated,
including hair, dust, and sneezes. Even fingerprints contain enough RNase to degrade
your RNA. Furthermore, RNase is a very hardy enzyme and difficult to eliminate. Phenol
extraction followed by ethanol precipitation was a common technique for isolating RNA,
but various kits designed for that purpose are available now. Once RNA has been isolated,
it must be evaluated for quality, often by agarose gel electrophoresis.

6.5. Enzymes Used in Cloning

A number of enzymes used in genetic engineering have been mentioned in this and previous
chapters. Table 6.1 summarizes their name, principal activity(ies), source, and functions
in genetic manipulations. Enzymes used to synthesize DNA include terminal transferase,
DNA polymerase I, and reverse transcriptases. Enzymes that modify DNA include S1
nuclease, exonuclease III, Bal31 nuclease, and DNase I. There are more than 1400 restriction
endonucleases that can cleave DNA in a predictable manner. T4 and E. coli DNA ligases
join DNA molecules. Calf intestinal phosphatase (CIP) and T4 polynucleotide kinase are
used to modify the 5′ ends of DNA molecules.
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Table 6.1. Enzymes Useful for DNA Manipulation

Enzyme type
Name (Source) Functions in genetic engineering

Enzymes that synthesize DNA
DNA polymerase I (E. coli) 5′ to 3′ DNA synthesis of template DNA with a primer; exonuclease

functions (5′ to 3′ & 3′ to 5′) used to correct errors in DNA synthesis
in vivo; generate labeled DNA probes by nick translation; synthesize
cDNA

Klenow fragment of DNA
polymerase I (E. coli)

DNA synthesis without 5′ to 3′ exonuclease ability; makes ds DNA
from ss DNA; used in dideoxy sequencing; DNA labeling by random
priming or end filling; converts 5′-overhangs of DNA cut with
restriction enzymes to blunt ends

T4 DNA polymerase (phage T4) Exonuclease in 3′ to 5′ direction; fill in overhanging ends of DNA cut
with restriction enzymes

T7 DNA polymerase (phage T7) 3′ to 5′ exonuclease activity used in DNA end-labeling; converts 3′
overhangs to blunt ends

Taq DNA polymerase
(Thermus aquaticus)

DNA synthesis at 60–70◦C in PCR; several cloned versions are
available, as are DNA polymerases from other microorganisms

Pfu DNA polymerase
(Pyrococcus furiosis)

This polymerase and others have 3′ to 5′ exonuclease activity, which
allows them to remove mismatches; used to amplify DNA fragments
up to 40 kb by the PCR

Reverse transcriptases
(from several RNA tumor viruses)

Synthesize copies of DNA from ss mRNA or DNA with template;
cDNA synthesis most important

Terminal transferase
(mammalian thymus)

Adds residues to any free 3′-terminus; used to add poly(dG) and (dC)
to two DNA molecules to be joined

Enzymes that degrade DNA
S1 nuclease (Aspergillus) Degrades ss DNA endonucleolytically; removes projecting 3′ regions

of ss DNA in cloning and S1 mapping

Exonuclease III (E. coli) Bal 31
nuclease (Alteromonas espejiana)

Degrades 1 of 2 strands of ds DNA from 3′ end of a blunt-ended double
helix or from a projecting 5′ end; degrades both strands of ds DNA
with blunt ends

DNase I (pancreas) Introduces random nicks in ds DNA prior to labeling by nick
translation; produces random fragments for shotgun cloning and
sequencing in M13; study chromatin structure; study DNA–protein
complexes

Enzymes that join DNA
T4 DNA ligase Seals ss nicks between adjacent nucleotides in ds DNA molecule,

requires ATP; used to ligate two restriction fragments of DNA together
in cloning

E. coli DNA ligase Ditto, but requires NAD+

Enzymes that modify the 5′ ends of DNA

Calf intestinal phosphatase CIP removes 5′-phosphate groups to generate an OH-terminus;
prevents unwanted ligation of DNA fragments during cloning; used for
end-labeling DNA probes

T4 polynucleotide kinase Adds phosphates to 5′-OH ends; used in chemical cleavage method of
DNA sequencing; used to add linkers or adapters in cloning

Enzymes that cut DNA
Restriction endonucleases
(many bacteria)

Type I, II, and III, >1400 types known; cleaves DNA; produces
predictable termini, either blunt, 5′-overhang, or 3′-overhang
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6.6. Isolating a Specific Gene from a Library

The production of a library is only a first step. The information in a library can be obtained
only if the library can be screened. Screening identifies specific genes and provides infor-
mation about genome organization, or about gene regulation. The ability to screen a library
is dependent upon the availability of a probe. As pointed out in Chapter 5, a probe often is
a molecule labeled with radioactive isotopes.

There are four ways to obtain a suitable probe for your library: 1) The amino acid sequence
of the protein is known for the species being studied, or a related species, and can be used to
predict and synthesize the sequence of an oligonucleotide hybridization probe. Because the
genetic code is degenerate, the probe used may actually incorporate a mixture of oligos with
optional bases, especially in the third site of the codon. 2) The gene of interest has already
been cloned from a related organism, so that it can be used as a heterologous hybridization
probe. For some genes, particularly the housekeeping genes, conservation of functional
domains in proteins has been extensive, so that probes from other species can be used
effectively. 3) The protein is abundant in a particular tissue so the relevant clone can be
identified by its relative abundance in a tissue-specific cDNA library. 4) If the protein has
been purified, it can be used to generate an antibody against it. The antibody can be used
to identify recombinant cells for the presence of the specific enzymes.

Once a probe is obtained and labeled, it is used in DNAhybridization experiments to iden-
tify those clones that contain the DNA of interest. Hybridization involves immobilizing
DNA samples from different clones on a solid support (such as a nitrocellulose or
nylon membrane) and then probing the unknown DNA with a DNA or RNA sequence
to identify the clones that contain the sequence of interest. Identification is possible
because the radioactively labeled probe can base-pair with the desired DNA and then be
detected by autoradiography. There are a number of different DNA hybridization tech-
niques, including the Southern blot analysis described in Chapter 5. Another is plaque
screening.

Figure 6.10 illustrates plaque screening of E. coli. First, E. coli are infected with λ that
contain exogenous DNA and allowed to grow on an agar substrate. A nitrocellulose filter
is laid onto the E. coli lawn and plaques. The precise orientation of the filter is marked.
Some of the phage in the plaques become adsorbed onto the filter, where they release their
DNA. The DNA is denatured by an alkali treatment and then brought to a neutral pH. After
denaturation, the now single-stranded DNA on the filter is incubated with a radiolabeled
probe. The probe base-pairs with the specific nucleotide sequence from the gene of interest,
but not with DNA from plaques containing other genes.

The position of the probe that is hybridized to the immobilized DNA on the filter is
located by autoradiography. The filter and the original agar substrate are then compared
using the marker, and the corresponding plaque is located on the original agar substrate.
A few phage can be picked from each plaque that yielded a spot on the X-ray film. The
phage from that plaque are used to infect individual new E. coli cultures to produce multiple
copies of that phage.

Plaque hybridization allows several hundred thousand plaques to be screened at once,
and so a single-copy gene can be isolated from thousands of clones. Because the DNA
that was inserted into the λ vector was cut at random, it is likely that more than one clone
(plaque) will contain the DNA of interest. Ideally, at least one clone isolated by the probe
will contain the complete gene, but this can only be determined after the DNA has been
sequenced, a technique that is described in Chapter 7.
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Figure 6.10. Plaque screening can locate specific genes. Plaque screening involves in situ hybridization of
E. coli that have been transformed with a λ vector. E. coli infected with recombinant phage
are plated out. A nitrocellulose filter is laid on top of the bacterial lawn and plaques. Some
of the phage in a plaque adsorb to the filter. The filter is treated with an alkali to denature the
phage DNA, neutralized, baked in an oven to immobilize the DNA, and placed in a solution
with a radiolabeled DNA probe. The probe base pairs with sequences in the DNA that are
complementary and identifies plaques that may contain the gene of interest. It is then possible
to go back to the plate, pick a few phage from those plaques, and multiply them in E. coli.

Figure 6.11. Chromosome walking is used to identify a gene of interest when a probe is not available. It
can only be carried out when it is known that the target gene is linked to another gene which
has been cloned and sequenced. First a clone containing gene A is isolated in fragment 1. This
fragment is sequenced, and new probes are synthesized that contain sequences from each end
of the fragment. The new probes are used to identify overlapping DNA clones in the library
on each side of fragment 1, i.e., clones 2, 3, and 4. Clone 4 can, in turn, be sequenced, and
used as a probe to identify clone 5, and so on until gene B is reached.

Another technique employed to identify specific DNA sequences is called chromosome
walking (Figure 6.11). It is particularly useful with Drosophila but less useful with other
insects for which less genetic information is available. Chromosome walking is used to
isolate a gene of interest for which no probe is available. The gene of interest must be
linked to a marker gene that has been identified and cloned. This marker gene is used as a
probe to screen a genomic library. All fragments containing the marker gene are selected
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and sequenced. The fragments are then aligned, and those cloned segments farthest from
the marker gene in both directions are subcloned for the next step. The subclones are used
as probes to screen the genomic library again to identify new clones containing DNA with
overlapping sequences. As the process is repeated, the nucleotide sequences of areas farther
and farther away from the marker gene are identified, and eventually the gene of interest
will be found. As shown in Figure 6.11, the goal is to identify gene B, for which no probe
is available. However, sequences of a nearby gene (A) are available in cloned fragment 1.
In a large and random genomic DNA library, many overlapping cloned fragments will be
present. Thus, clone 1 can be used as a probe to identify overlapping clones 2, 3, and 4.
Clone 4 subsequently can be used as a probe to identify clone 5 until gene B is reached.

Once a gene has been identified in a genomic library, its DNAsequence can be determined.
However, a DNA sequence by itself is of limited value. If you do not know something
about the gene product, it may be difficult to determine unambiguously which sequences
are the coding regions and which are introns. Intron boundaries may be established based
on similarities to sequences of known introns (consensus sequences). If the gene product
is unknown, it may be possible to identify the sequenced gene’s function by comparing
the DNA sequence with other sequences in DNA databases, although a fully convincing
match is not always found. Thus, going from clone to DNA sequence to gene product may
be a challenge, particularly if genes are being studied for which there are no known gene
products.

One solution is to attempt to express the gene in order to obtain a gene product. To be
expressed, genes require a promoter and, often, upstream control sequences. A variety of
expression vectors have been developed to express cloned genes in E. coli. Such vectors
require E. coli promoters if the eukaryote sequence is to be expressed. A detailed descrip-
tion of E. coli expression vectors is provided by Pouwels (1991). Of particular interest to
entomologists is the use of baculovirus expression vectors to express insect genes, as well
as other eukaryotic genes, as described below.

cDNA libraries can be screened by hybridization screening or by expression screening.
If a protein of interest has been purified and part or all of the protein sequence has been
obtained, then it is possible to predict the sequence of synthetic oligonucleotides that can
be used as a hybridization probe to detect the appropriate cDNA clone(s). Alternatively, if
an antibody to the protein is available, it can be used to identify the clone(s) of interest if
the cDNA library is cloned into an expression vector (Figure 6.12). This vector contains
the lacZ gene of E. coli and has a unique EcoRI restriction site near the end of the gene.
cDNA cloned into this site in the correct orientation and reading frame will produce a fusion
protein. Upon lysis of the E. coli cells, the protein is released and picked up on nitrocellulose
in just the same way as in plaque screening. The plaque containing the interesting cDNA
clone can be detected by incubating the filter with a specific antibody.

It is also possible to determine the difference in abundance between two different mRNA
populations. Thus, mRNA produced from different tissues from the same organism or
mRNA produced from a tissue before and after a specific induction signal can be compared
by differential screening. A cDNA library is prepared from one of the two mRNA popu-
lations, and the two copies are immobilized on filters. The filters are then screened twice,
once with highly labeled cDNA prepared from one of the two mRNA populations and once
with a probe from the other mRNA population. By comparing the signals produced on
the two filters probed with the different probes, it is possible to determine whether mRNA
sequences are present in one population, but are absent or rare in the alternative mRNA
population.
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Figure 6.12. Identifying specific genes can also be done by immunochemical screening. A λ gt11 library
in E. coli is screened in a manner similar to plaque hybridization except that the gene(s) of
interest are identified by binding of a specific antibody to a fusion protein.

6.7. Labeling Probes by a Variety of Methods

Nucleic acid hybridization is used for many different purposes in molecular genetics.
Nearly all phases of cloning and characterization or analysis of DNAinvolve hybridizing one
strand of nucleic acid to another. Nucleic acid hybridization relies on the fact that two single-
stranded nucleic acid molecules with complementary bases (DNA with DNA and DNA with
RNA) are able to pair via hydrogen bonds. The strength of the hybridization is determined
by the length of the homologous sequences, the experimental conditions, and the degree
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of sequence homology. Chapter 5 described one application of nucleic acid hybridization,
the Southern blot analysis, and one method for labeling probes, nick translation. Other
nucleic acid hybridization techniques include colony or plaque hybridization and Northern
blot analysis, in which the immobilized nucleic acid is RNA instead of DNA.

Anumber of labeling methods other than nick translation are available, as outlined below.
The success of nucleic acid hybridization often relies on methods to introduce radioactive
label into cloned segments of DNA or RNA. Each labeling technique has optimal sizes,
efficiency, and different amounts of required nucleic acid template required. One measure
of the efficiency of labeling is the specific activity of the label. Specific activity refers to the
amount of radioactivity per microgram (µg) of probe DNA. The specific goals of the project
will determine which labeling technique is employed. Detailed protocols are available in a
variety of laboratory manuals and kits. The safe use of radioactivity for labeling requires
that the user obtain specific training in handling procedures and disposal.

Nonradioactive probes using biotin and chemiluminescent labels also are available in
kits and are safer for novices to use.

6.7.1. Synthesis of Uniformly Labeled DNA Probes by Random Primers

Short oligonucleotides can serve as primers for DNA synthesis by DNA polymerases on
single-stranded templates. If the primers used are random in sequence, they will form
hybrids at many different locations along the template strand so that the strand being
synthesized will incorporate a radiolabeled dNTP randomly along its length. This ss DNA
probe will have a very high specific activity. If reverse transcriptase is used for synthesis,
the template can be RNA. If DNA is the template, then the Klenow fragment of DNA
polymerase I is used.

6.7.2. Synthesis of Probes by Primer Extension

Primer extension is used to synthesize probes from denatured double-stranded DNA. It can
be used to produce probes from denatured, closed circular DNA or from denatured, linear
ds DNA. The purified DNA is mixed with random primers and denatured by boiling, and
radiolabeled dNTPs and the Klenow fragment of DNA polymerase I are added to carry out
synthesis of the probe. Random primers anneal to the denatured DNA, and the radioactive
product is synthesized by primer extension. Probes prepared by random priming are usually
400 to 600 nt long.

6.7.3. End-Labeled Probes

A variety of methods are available to introduce labels at either the 3′ or 5′ ends of linear
DNA. Usually only a single label is introduced at one end of the molecule, so the specific
activities produced by such techniques are lower than those obtained by the uniform labeling
methods described above. Both DNA and RNA can be end-labeled. The advantages to end
labeling are that the location of the labeled group is known and very small fragments of
DNA can be labeled, including restriction digest fragments.

6.7.4. Single-Stranded Probes

Single-stranded DNA, cDNA, or RNA probes have an advantage over ds probes because
more probe is available to hybridize with the nucleic acid of interest. Single-stranded
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probes should not anneal to themselves so that hybrids composed of reannealed probes
cannot be made. RNA probes do not need to be denatured before being used because they
are already single-stranded. As a result, RNA probes have higher specific activity (the ratio
of radioactive to nonradioactive molecules of the same kind) than DNA probes. Double-
stranded DNA probes must be denatured before using, which produces two strands. If only
one of the DNAstrands has been labeled, the unlabeled strand can dilute the reaction mixture.

Single-stranded probes are prepared from DNA templates by synthesizing radiolabeled
DNA that is complementary to sequences cloned in a bacteriophage vector such as M13
or a phagemid. RNA probes can be produced by transcription of ds DNA in a vector with
a powerful promoter derived from E. coli bacteriophages T7 and T3 by a bacteriophage
DNA-dependent RNA polymerase. The labeled transcript produced is complementary to
one of the two template strands. The probe can therefore be used as strand-specific probes
in hybridization reactions. cDNA probes are used to isolate cDNA clones of genes that are
expressed in specific cells or tissues.

6.7.5. Synthetic Probes

The knowledge of the sequence of a few amino acids in a protein will allow a specific gene to
be isolated with a synthetic probe. Automated machines can synthesize short segments of ss
DNA in which the sequences are defined precisely. Probes also can be produced that consist
of alternative sequences, as determined by the degeneracy of the genetic code. Because
there are 64 possible codons and only 20 amino acids, most amino acids are coded for by
more than one codon. Thus, a probe that consists of a mixture of degenerate sequences can
be used to screen libraries.

6.8. Baculovirus Vectors for Expressing Foreign
Polypeptides in Insect Cells

E. coli, infected with plasmid or phage expression vectors, has been used to express foreign
eukaryotic genes. However, it is sometimes difficult to obtain complex polypeptides derived
from eukaryotes in a biologically active form because E. coli cannot make posttranslational
changes to proteins such as glycosylation and phosphorylation. As a result, eukaryotic
expression vectors have been developed for use in yeast and insect cells.

The most effective expression vectors used in insect cells were engineered from bac-
uloviruses (Luckow and Summers 1988, Maiorella et al. 1988, Jaruis et al. 1990, O’Reilly
et al. 1992). Baculoviruses are viruses with ds, circular DNA genomes contained within
a rod-shaped protein coat. The Baculoviridae are divided into three subgroups: nuclear
polyhedrosis viruses (NPV), granulosis viruses, and nonoccluded viruses.

Most NPVs primarily infect lepidopterans, where they produce nuclear inclusion bodies
in which progeny virus particles are embedded. Polyhedrin is the protein component of
the crystalline matrix that protects the viral particles when they are outside their insect
host. Several NPVs have been used as biological pesticides in pest management programs.
Perhaps the most extensively studied baculovirus is Autographa californica NPV. It has a
relatively broad host range, and the life cycle of wild-type baculovirus begins when caterpil-
lars eat the protein matrix (polyhedrin) which releases the virus particles. Virus replication
occurs within host cells, but the protein matrix is not produced early in the infection.
However, when the caterpillar is near death, the virus resumes polyhedrin production until
approximately 20% of the insect cell proteins consists of polyhedrin.
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The Autographa californica nuclear polyhedrosis virus (AcNPV) and the silkworm
Bombyx mori nuclear polyhedrosis virus (BmNPV) have been exploited as vectors to carry
exogenous DNA into insect cells in cell culture or into living silkworm larvae in order to
produce foreign proteins (Maeda 1989). The productivity of baculovirus expression vectors
is based on the extremely high efficiency of its polyhedrin gene promoter. The polyhedrin
promoter enables very large amounts of the desired polypeptides to be produced. The level
of expression of foreign gene products varies, depending on the specific foreign protein
being produced.

Baculovirus expression vectors allow production of proteins that elicit an important
biological response, but are often produced in tiny quantities in the normal host organism.
A variety of mammalian proteins have been produced using A. californica NPV in cultured
Spodoptera frugiperda cells. The first such protein, human interferon, was produced in
1983. Since then, many additional genes have been expressed, including growth factors,
tumor antagonists, blood clotting or anticlotting factors, protein hormones, antibodies, and
vaccines against hepatitis B, acquired immune deficiency syndrome (AIDS), and malaria.

In the next chapter, we learn how to sequence DNA and how to use these sequences.
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Some Relevant Web Sites

Many Web sites are available with up-to-date information on protocols, equipment,
and reagents. Most commercial suppliers maintain Web sites and electronic newsletters.
Many protocols are found at university sites. For a starting point, try the National Center
for Biotechnology Information (http://www.ncbi.nlm.nih.gov/ ) or Biocompare, a buyer’s
guide for life sciences. This site is a source of catalogues, newsletters, and product reviews
(http://www.biocompare.com/index.asp).
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7.1. Overview

Sequencing, resolving the order of the bases in DNA, is carried out on genomic DNA, cDNA,
or mitochondrial DNA. Sequencing is a first step in evaluating regulatory sequences as well
as coding and noncoding regions. DNA sequences are used to reconstruct phylogenies,
identify taxonomic groups, evaluate the evolution of genomes, and conduct research on
population ecology and genetics.

There are two original methods for sequencing DNA. For both, sequencing involves four
procedures: 1) cloning/preparing template DNA, 2) performing the sequencing reactions,
3) gel electrophoresis of the samples, and 4) compiling and interpreting the data.

The most commonly used sequencing method, the Sanger or dideoxy chain termi-
nating method, was developed in 1975. This method involves synthesis of DNA in vitro
on a single-stranded template using a primer, a mixture of labeled deoxynucleotide
triphosphates (dNTPs) and dideoxynucleotide triphosphates (ddNTPs). The reaction ter-
minates at the position at which a ddNTP, instead of an dNTP, incorporates into
the growing DNA chain. Four different reactions are carried out, one for each base.
The DNA fragments from the four reactions are separated by acrylamide gel electro-
phoresis, and the base sequence is identified by autoradiography of the four banding
patterns.

In the “chemical” sequencing method developed by Maxam and Gilbert in 1977, single-
stranded DNA, derived from double-stranded DNA and labeled at the 5′ end, is subjected
to chemical cleavage protocols that selectively make breaks on one side of a specific
base. Fragments from the reactions are then separated according to size by acrylamide
gel electrophoresis, and the sequences are identified by autoradiography.

DNA sequencing now can be highly automated, using bases labeled with fluo-
rescent dyes. Sequences can be read by scanners directly, and sequence analysis is
automated, which has reduced costs and increased speed. Automated sequencing meth-
ods were used for the very large-scale sequencing required to sequence the entire
Drosophila melanogaster genome. The information obtained from the Drosophila Genome
Project has begun to revolutionize both fundamental and applied aspects of insect
genetics.

As a result of the genome projects, several new scientific disciplines, called “-omics,”
are being developed. Genomics is providing insight into development, speciation, protein
interactions, and evolution. Proteomics involves understanding the structure and function
of the proteins encoded by the genes. Transcriptomics resolves which genes are transcribed
during development in specific tissues. Phenomics attempts to understand how the genes
and proteins interact in physiological cascades to determine the phenotype and development
of organisms. Because genomics and proteomics produce huge amounts of data, biologists
need to use computers and other information management tools, which has generated a new
discipline called bioinformatics.

7.2. Introduction

DNA sequencing is an important component of many molecular genetics projects.
Sequencing often is a necessary component of a project, while in other cases it is the desired
end point and the sequences are used in taxonomic, ecological, or evolutionary studies.
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Advances in technology have made it feasible to sequence entire genomes, which is revolu-
tionizing both basic and applied knowledge of gene structure, gene function, and evolution.
In identifying the sequences of promoters, protein coding sequences, and noncoding regions
of DNA in genomic or mitochondrial DNA, it is possible to deduce relationships between
organisms and reconstruct their evolutionary history.

The development of extensive computerized databases of DNA and protein sequences
allows hypotheses to be constructed and tested regarding the structure and function of
proteins and their secondary structures. All of these opportunities became possible only
after DNA sequencing methods were developed in the late 1970s.

Two basic DNAsequencing methods were developed at about the same time: the chemical
or Maxam–Gilbert method (1977, 1980) and the chain-terminating method of Sanger et al.
(1977). Both utilize the same basic approaches: 1) cloning or preparing the DNA templates,
2) performing the sequencing reactions on the DNA templates, 3) gel electrophoresis of the
samples, and 4) compiling and interpreting the data.

DNA to be sequenced can be genomic DNA, mitochondrial DNA, or cDNA. Because
cDNA lacks introns and regulatory elements, sequencing of cDNA provides less informa-
tion. Sequencing only cDNA probably would miss some genes that are expressed at very
low levels or in a tissue- or time-dependent manner.

Effective computer tools are needed to discover the sequences that actually code for a
gene, because up to 90% of genomic sequences are noncoding DNA. Some noncoding
DNA sequences are associated with centromeres or telomeres, and others have no known
function. Different computer programs have been developed to search DNA sequence data
and identify possible regulatory sequences, potential start or stop codons, open reading
frames (ORFs), and sequences that may indicate the location of intervening sequences or
introns. Unfortunately, no computer program at present is 100% accurate in identifying
genes (Bork 2000).

The most reliable way to find genes currently is to identify them because they are similar
to known proteins from the same or other organisms or similar to cDNAs from the same
or a closely related organism (Stormo 2000). However, many genes have no significant
similarity with other known sequences.

The length of DNA that can be sequenced by a single reaction varies from 200 to ∼1000
bases, depending upon the method employed (Sambrook and Russell 2001). Vectors can
contain DNA inserts ranging in size from 100 to 1,000,000 bp. For example, yeast arti-
ficial chromosomes (YACs) can contain inserts up to 1 million bp long, and cosmids can
contain inserts 30,000 to 45,000 bp long. Thus, cloned DNA typically is converted into
smaller segments or subclones, which are then inserted into vectors that are specialized for
sequencing, such as M13 or plasmid sequencing vectors.

7.3. The Dideoxy or Chain-Terminating Method

Briefly, the dideoxy or chain-terminating sequencing method developed by Sanger
involves de novo synthesis of a series of labeled DNA fragments from a single-stranded
(ss) DNA template. Two methods are employed to produce a ss DNA template: 1) denatur-
ing double-stranded (ds) DNA by heating it, and 2) cloning it into a vector that produces
ss DNA. The ss DNA segment to be sequenced serves as the template for the synthesis,
by complementary base pairing, of a new labeled strand of DNA. Labeling initially was
achieved by labeling with 32P or 35S.
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Figure 7.1. Structure of α-35S-deoxynucleoside triphosphate. Labeling with 35S results in sharp bands,
which increases the resolution of the sequencing gels.

Because DNA synthesis is employed in the chain-terminating method, the sequencing
reaction requires a DNA polymerase, labeled deoxyribonucleotides (dNTPs), a primer, and
dideoxyribonucleotides (ddNTPs) (Figure 7.1). Several different DNA polymerases could
be used (Klenow fragment, Sequenase 2, or thermophilic DNA polymerases such as Taq),
with different protocols (Sambrook and Russell 2001). The dNTPs can be labeled either
with 32P or 35S, but 35S labeling produces sharper bands and improves the resolution of
the autoradiogram. The structure of a dNTP that has been labeled with 35S is shown in
Figure 7.2.

DNA sequencing kits that contain the necessary enzymes and components can be
purchased. Each has specific protocols provided and are ideal for first-time sequencers,
although they are too expensive for large-scale projects (Sambrook and Russell 2001).

The dideoxy or chain-terminating reaction is begun by adding a short oligonucleotide
primer that is complementary to a region of DNA adjacent to the DNA segment to be
sequenced (Table 7.1, Figure 7.2). The primer is normally 15 to 30 nucleotides long and
is annealed to the template in a preincubation step. Four separate reactions are set up to
determine the position, respectively, of the A, T, G, and C bases in the template DNA. Each
reaction requires a mixture of DNApolymerase, primers, dNTPs, ddNTPs, and the template
DNA. The ddNTPs are derivatives of dNTPs that do not contain a hydroxyl group at the
3′ position of the deoxyribose ring (Figure 7.3).

When ddNTPs are incorporated into the growing DNA chains instead of dNTPs,
that particular DNA molecule is terminated at that point. All four dNTPs are present
in each tube with each ddNTP, but the ratio is adjusted so that ddNTPs are less fre-
quent than dNTPs. This makes the incorporation of a ddNTP a random event. The
newly synthesized DNA molecules in a specific reaction tube therefore are a mixture
of DNA fragments of different lengths, each with a fixed starting point (determined by
the primer) but with variable ending points. Thus, for example, in the reaction in which
the chain is terminated when thymines (T) are incorporated, a ddNTP does not always
get incorporated into the first site where a T occurs. Nor does a ddNTP necessarily get
incorporated into the chain where the second T occurs. However, over the length of the
DNA being sequenced, each site where a T is incorporated will have ddNTPs incorpo-
rated, so that a series of DNA molecules of different length is produced (Figure 7.4).
Thus, populations of synthesized molecules are produced in which the chain is terminated
at each site where Ts occur. These DNA molecule populations can be visualized by gel
electrophoresis.
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Figure 7.2. A diagram of the steps involved in the Sanger dideoxy chain-terminating method of DNA
sequencing (modified from Hunkapiller et al. 1991). Four reactions are carried out.

The base sequence is visualized by running the radiolabeled DNA fragments from the
four reactions on an acrylamide gel in four adjacent lanes. Each reaction tube will produce
a series of bands, with each band representing a population of molecules at which the DNA
molecule was terminated by incorporating a ddNTP. The banding pattern in the four lanes is
visualized on an X-ray film (Figure 7.4). The two strands should be sequenced independently
to reduce errors generated by artifacts in the sequence reactions or inadequate resolution of
regions of the sequence on the gel.
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Table 7.1. An Example of a Dideoxy (Sanger) Sequencing Protocol Using Modified

Bacteriophage T7 DNA Polymerase (Sequenase)

Sequencing Reagents

Annealing Buffer (5× concentrate)

200 mM Tris·HCl pH 7.5
100 mM MgCl2
250 mM NaCl

Dithiothreitol (DDT) 0.1 M

Labeling nucleotide mixture (for use with radiolabeled dATP)

1.5 mM dGTP, 1.5 mM dCTP, and 1.5 mM dTTP

Termination nucleotide mixtures (one for each dideoxynucleotide)

Each mixture contains 80 mM dGTP, 80 mM dATP, 80 mM dTTP, 80 Mm dCTP, and 50 mM NaCl.
In addition, the “G” mixture contains 8 mM dideoxy-dGTP; the “A” mix, 8 mM ddATP; the “T,”
8 mM ddTTP; and the “C,” 8 mM ddCTP.

Stop solution: 95% Formamide, 20 mM EDTA, 0.05% bromphenol blue, and 0.05% xylene cyanol FF

Procedures

Annealing Template and Primer

1. For each template, a single annealing (and subsequent labeling) reaction is used. Combine the
following:

Primer 0.5 pmol
DNA 0.5–1.0 pmol (1 mg of M13)
Annealing buffer 2 ml
Water to bring the total volume to 10 ml

Warm the capped tube to 65◦C for 2 min, allow the mixture to cool slowly to room temperature over
a period of about 30 min.

Labeling Reaction

2. To the annealed template-primer add the following

DTT (0.1 M) 1 ml
Labeling nucleotide mix 2 ml
α-35S or α-32P dATP 5 mCI (typically 0.5 ml)
SequenaseTM 3 units

Total volume should be approximately 15 ml; mix thoroughly and incubate for 2–5 min at room
temperature.

Termination Reactions

3. Label 4 tubes “G,” “A,” “T,” and “C.” Fill each with 2.5 ml of the appropriate dideoxy termination
mixture.

When the labeling reaction is complete, transfer 3.5 ml of it to the tube prewarmed to 37◦C,
labeled “G”. Do the same for each of the other three tubes (A, T, and C).

After 2–5 min at 37◦C, add 4 ml of Stop Solution to each termination reaction, mix, and store on ice.
To load the gel, heat the samples to 75–80◦C for 2 min or more and load 2–3 ml in each lane.

4. Polyacrylamide gel electrophoresis

5. Analysis of sequences

Modified from Tabor and Richardson (1987).

7.4. Variations on Dideoxy Sequencing Methods

There are a number of different protocols for sequencing DNA by the dideoxy chain ter-
mination method (Ambrose and Pless 1987, Barnes 1987, Mierendorf and Pfeffer 1987,
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Figure 7.3. Dideoxynucleoside triphosphates (ddNTPs) (bottom) act as chain terminators because they
lack a 3′-OH group found on normal deoxynucleotides (dNTPs) (top).

Howe and Ward 1989, Sambrook et al. 1989, Tabor and Richardson 1987). Variables include
such factors as whether the DNA to be sequenced is double- or single-stranded and whether
the DNA is sequenced directly from ds plasmid DNA or after subcloning into a ss phage
such as M13.

7.5. DNA Sequences Can Be Analyzed on
Polyacrylamide Gels

Both DNA sequencing methods generate sets of DNA molecules that share a common end
that is determined by the primers, but vary in their length at the other end. Both methods
also originally employed radioactive labeling to visualize the results. Once the DNA is
electrophoresed, the gel is dried onto paper and exposed to X-ray film. The autoradiogram
produced displays a ladder of bands representing the migration position of the different
radiolabeled DNA segments. For example, the sequence of 20 nucleotides can be read to
the right of the four lanes in Figure 7.4.

Both sequencing methods originally used very thin polyacrylamide gels to discrimi-
nate between nucleic acid molecules that may differ in length by only one nucleotide.
A sequencing gel is a high-resolution gel containing 6 to 20% polyacrylamide and 7 M
urea. The DNA to be analyzed is denatured before electrophoresis by heating it to 80◦C in a
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Figure 7.4. Autoradiograph of a sequencing gel obtained by the dideoxy chain-terminating method. Four
different reactions are carried out, in which DNA synthesis of a complementary DNA chain is
terminated by incorporating a radiolabeled dideoxy base (ddATP, ddCTP, ddGTP, or ddTTP)
rather than a deoxy base (dATP, dCTP, dGTP, dTTP). The resulting fragments of synthesized
DNA are visualized by acrylamide gel electrophoresis and autoradiography. The sequence is
read by determining which lane contains each succeeding DNA segment, as determined by a
band. Thus, reading from the bottom, the shortest fragment has a band in the T lane ( just above
the line). The next band is a C, then the next is an A, and so on. Bands at the very top and
bottom of the gel are not read. This sequence is a portion of the mariner transposable element
cloned from the predatory mite Metaseiulus occidentalis (Jeyaprakash and Hoy 1995).
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buffer containing formamide, which lowers the melting temperature of ds DNA molecules.
The urea minimizes DNA secondary structure, which could affect mobility of the DNA
through the gel. The gel is run using sufficient power so that it is heated to about 50◦C,
which also minimizes DNA secondary structure. The rate of migration of an individual
DNA molecule is determined by its length. The shorter fragments migrate more quickly
than the longer, thus ending up nearer the bottom of the gel. Protocols for gel electrophoresis
of DNA are widely available (Davies 1982, Sealey and Southern 1982, Howe and Ward
1989).

7.6. Sequencing Reactions Require a Primer

If the template DNA is a subclone that was inserted into the multiple cloning site of a vector,
then the primer almost always is an oligonucleotide complementary to sequences flanking
the multiple cloning site. This allows any fragment cloned into the multiple cloning sites
to be sequenced using the same primer. Most vectors have the lacZ sequences flanking the
multiple cloning sites. Thus, an oligonucleotide primer directed to this sequence, which is
16 to 17 nucleotides long, is commonly used and is called the M13 universal primer. This
primer is designed to be complementary to the strand of DNApackaged into M13 or into any
plasmid vector containing an M13 origin of replication. Methods also have been developed
for direct sequencing from denatured plasmid DNA (Mierendorf and Pfeffer 1987), which
eliminates the need to isolate or subclone DNA fragments.

7.7. The Maxam and Gilbert Sequencing Method

The Maxam and Gilbert DNA sequencing method also is called the “chemical-cleavage”
method (Maxam and Gilbert 1977, 1980). It uses chemical reagents to generate base-
specific cleavages of the DNA to be sequenced (Figure 7.5, Table 7.2). It is less used
today, in part because the chemicals used are toxic and the methods are labor intensive. The
primary advantage of this method is that DNA sequences are obtained from the original
DNA molecule and not from a synthesized copy. Thus, one can analyze DNA modifications
such as methylation and study DNA secondary structure and the interaction of proteins
with DNA.

To start, one needs pure DNA that has been cut by restriction endonucleases to generate
DNA of specific length and with known sequences at one end. Each DNA fragment then
can be radioactively labeled at one end with a 32P-phosphate group in sufficient quantity
that at least four different chemical reactions can be carried out.

Next, specific bases in the DNA fragment are altered in at least four separate chem-
ical reactions (Table 7.2). For example, guanine (G) is methylated by dimethyl sulfate.
Each reaction is carried out in a manner that limits the reaction so that, for example, only
one G is modified per several hundred G nucleotides. The altered G is then removed,
in a subsequent step, by cleavage at the modification points with piperidine. The result
is a set of end-labeled fragments of different lengths that will show up as a ladder of
bands on the gel because the reaction was limited and not all the Gs were altered in the
reaction. Four different reaction samples (one for A> C, G, T + C, and C) are then run
side by side on a sequencing gel and the results can be visualized by autoradiography
(Figure 7.5).
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Figure 7.5. A diagram of the steps involved in the Maxam and Gilbert chemical cleavage method of DNA
sequencing (modified from Hunkapiller et al. 1991).

Table 7.2. Reagents for Maxam and Gilbert DNA Sequencing

Base specificity Base-modifying reagent Base-modifying reaction

G Dimethyl sulfate Methylation of N7 makes C8–C9
bond susceptible to cleavage by base

G +A Formic acid Weakens bond of A+ G

T + C Hydrazine Opens pyrimidine rings which
make them susceptible to removal

A Hydrazine + NaCl Opens cytosine rings

7.8. Shotgun Strategies for Genomes

In “shotgun” sequencing strategies, the DNA is digested with a restriction endonuclease,
and subfragments are cloned and sequenced (Figure 7.6B). The nucleotide sequence of
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Figure 7.6. Strategies for DNAsequencing of long DNAsegments involve either directed (A) or random (B)
methods. Directed methods include walking, deletional sequencing, or transposon insertion.
Analyzing sequences from many contigs requires large-scale computer alignments.

the various inserts is obtained, and a computer is used to determine how the fragments
(= contigs) overlap and to establish the entire sequence of the original DNA fragment used
to generate the subclones.

Disadvantages to the shotgun method are that it may underrepresent some fragments,
sequencing must be redundant to ensure that the entire sequence has been included in one
or more subclones, and there is no way to identify specific fragments.

7.9. Sequencing DNA by the Polymerase Chain
Reaction (PCR)

The polymerase chain reaction (PCR) is a procedure by which a specific segment of DNA
can be amplified by one millionfold, or more, using a DNA polymerase (see Chapter 8).
DNA fragments can be amplified by the PCR directly from genomic or cloned DNA,
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which eliminates the need to prepare large amounts of DNA from tissues for sequencing
and subcloning steps.

Conventional PCR requires primers of known sequence that flank the region to be ampli-
fied. Several techniques have been developed for sequencing ds DNA produced by the PCR
(Chapter 8). Cycle sequencing is advantageous because it requires only very small amounts
of template DNA, and it can work with ds as well as ss templates, which eliminates the
need to subclone the DNA into M13 or phagemid vectors.

7.10. Automated DNA Sequencers

The invention of automated fluorescent DNA sequencers made large-scale genome projects
feasible. A variety of instruments can automate nearly every step of the large-scale
sequencing process. Integrated machines can isolate DNA, clone or amplify DNA, pre-
pare enzymatic sequencing reactions, purify DNA, and separate and detect DNA fragments
containing fluorescent labels to obtain the DNA sequence (Meldrum 2000a).

Automated sequencers use horizontal or vertical slab gels, and some recent commercial
systems can use capillary sequencers (Meldrum 2000b). A commonly used sequencer, the
ABI PRISM 377 DNA Sequencer, uses multicolor fluorescence labeling and a four-dye,
one-lane detection system. Two hundred bases per sample per hour can be analyzed, and
18, 36, 64, or 96 samples can be analyzed simultaneously on vertical gels. The gel plates
come in four different lengths to optimize run times and sample resolution.

Many large-scale sequencing facilities use a random shotgun phase combined with a
directed finishing phase to complete analysis of the difficult regions of the genome. Others
use a whole-genome shotgun approach in which random fragments of total genomic DNA
are subcloned and high-throughput sequencing is used to generate sequences that provide
at least a 10-fold coverage of the genome. These sequences are ordered and put into a linear
sequence with the aid of very high speed computers (Meldrum 2000a).

As a result of the industrialization of DNA sequencing within the past few years, the cost
has decreased to approximately $0.20 to 0.30 per base when the accuracy is held to less than
one error in 10,000 bases. As a result of these reduced costs, there has been an exponential
growth in the number of sequencing projects being carried out.

During the year 2000, approximately one complete bacterial genome was obtained each
month. The Drosophila Genome Project was completed in the fall of 2000 (Adams et al.
2000), and on June 26, 2000, a working draft of the human genome was completed. The
year 2000 truly can be called “The Year of the Genome.”

7.11. Analyzing DNA Sequence Data

DNA sequencing projects generate substantial amounts of data and require computer assis-
tance for their analysis (Howe and Ward 1989, Doolittle 1990, Weir 1990, Gribskov and
Devereux 1991, Reese et al. 2000, Stein 2001). Software packages are available for all
common laboratory computer systems and, depending on the size of the computer, can ana-
lyze the sequences in greater or lesser detail. Sequence data can be put into the computer in
several ways. Gels can be read visually by the scientist, digitized and entered, or scanned by
automated laser scanners which can enter the data directly. DNA sequences obtained from
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automated sequencing machines are usually provided online or on computer disk. Software
has been developed that can interpret ambiguities in the sequence data.

The automated methods provide speed and help to minimize clerical errors that can
occur if data are entered manually. Computer programs can compare readings from several
sequencing runs, search for and identify overlaps, compare results from sequencing the
complementary strands of the DNA, and identify possible errors. Once the sequences have
been entered into the computer and possible clerical or experimental errors resolved, the
next step is to analyze the data.

In a random or shotgun sequencing project, the DNA is broken into fragments, which
are cloned and sequenced. The relationships between the cloned fragments are determined
by comparing their sequences. DNA segments that are related to one another by a partial
overlap are called contigs. If a sequence overlaps with another, then the two contigs can
be joined. The process of comparing sequences and aligning them is continued until it is
possible to produce a continuous DNA sequence for the DNA of interest.

A variety of questions can be asked after the sequences are obtained. The sequence
can be searched for all known restriction endonuclease target sites, and the computer can
generate a comprehensive and precise restriction map. The sequences can be searched
for interesting structures such as tandem repeats and inverted repeats, which would
indicate the insertion of transposable elements. The sequences can predict which proteins
are coded for based on the sequences in the possible open reading frames on each of the
two strands. An open reading frame (ORF) is a segment of DNA that does not include
a termination codon and may contain a polypeptide coding region. Both strands must
be interpreted because it is not known in advance which is the coding and which is the
noncoding strand.

The DNA sequence itself, or the deduced polypeptide sequence, may be compared with
sequences in data banks. Often, because of the degeneracy of the DNA code, similarities
are found when two polypeptide sequences are compared; these sequence similarities might
not have been apparent if the comparison had been carried out only at the DNA sequence
level.

DNA sequence similarities may be present because of convergent evolution or through
homology. Convergent evolution implies that the two sequences did not have a common
ancestral sequence, but that selection for a particular function in two different lineages has
converged on a particular structure or related structures.

The term homology has become controversial because it has multiple definitions.
Traditionally, similar structures in different organisms have been called homologous if the
organisms have descended from a common ancestor. However, some molecular biologists
have used the term “percent homology” when they mean there is similarity in DNAsequence,
which may not be due to descent from a common ancestor.

A search of the DNA or protein sequence banks for similarities with any newly dis-
covered sequence may turn up amazing degrees of similarity. For example, in the fruit
fly D. melanogaster, homeotic genes, genes that direct cells in different segments to
develop in particular patterns, have been cloned. The homeobox, a segment of approx-
imately 180 bp, is characteristic of the homeotic class, and probes using the homeobox
sequence have been used to isolate previously unknown homeotic genes in other insects.
Even more interesting, sequences homologous to the homeobox have been isolated from
mice and humans, indicating that similar genetic mechanisms may control some aspects of
development in higher organisms. The high degree of conservation between the homeobox
sequences of Drosophila, frogs, mice, and man indicates that these sequences have been
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conserved for more than 500 million years, which is when invertebrates and vertebrates are
thought to have diverged.

7.12. DNA Sequence Data Banks

DNAsequence data banks are expanding rapidly and are important resources for the research
community. There are three major DNA sequence databases: the DNA Data Bank of
Japan (DDBJ), the European Molecular Biology Laboratory Nucleotide Sequence Data
Library (EMBL), and the GenBank Genetic Sequence Data Bank (GenBank). Subsets of
the databases have been organized. For example, there is a database of metazoan mito-
chondrial DNA sequences (Lanave et al. 2000), a eukaryotic promoter database (Perier et
al. 2000), a database of restriction enzymes and methylases (Roberts and Macelis 2000),
a database for intron sequence and evolution (Schisler and Palmer 2000), a database for
homeodomains (Banerjee-Basu et al. 2000), and many others (Wheeler et al. 2000).

The data banks can be searched over the Internet, but some caution is required because,
although efforts are made to ensure that the data entered are accurate, errors apparently are
common in both the data banks and scientific journals. Errors, particularly in noncoding
regions, may arise from sequencing or clerical errors. Submission of a sequence to a database
in a machine-readable form is becoming a prerequisite for publishing in many journals
and can be accomplished with electronic computer mail systems (Cinkosky et al. 1991).
Methods of DNA sequence analysis using computer programs such as BLAST and PAUP
will be described in Chapter 12 (Molecular Systematics and Evolution of Arthropods) and
are described by Mount (2001).

7.13. A Brief History of the Drosophila
Genome Project

The Human Genome Project was the reason the Drosophila Genome Project was begun.
The Human Genome Project was one of the largest initiatives in the history of biology
and at first was one of the most controversial. To prepare for this enormous undertaking,
the genomes of the yeast Saccharomyces cerevisiae, the nematode Caenorhabditis elegans,
the fruit fly D. melanogaster, and the laboratory mouse Mus musculus were targeted for
sequencing in order to develop and improve methods prior to undertaking the larger human
genome. Even these proposed subprojects generated considerable controversy.

Controversy arose as to whether it was appropriate to spend the time and resources
to sequence the Drosophila genome. Knowledge of the structure and function of the
D. melanogaster genome already was far greater than that for any other multicellular
organism (Kafatos et al. 1991), and some believed a Drosophila Genome Project was
unnecessary. The D. melanogaster genome is approximately 180 Mb of DNA, a third of
which is heterochromatin. The 120 Mb of euchromatin is on the two large autosomes and
the X; the fourth chromosome is mostly heterochromatin, with only about 1 Mb of euchro-
matin. By 1991, approximately 3800 different genes, about one-fourth of the total, already
had been mapped by recombination studies. Many had been associated cytogenetically with
one of the 5000 bands of the polytene salivary gland chromosomes. Approximately 3000
“transcription units” had been placed on the cytogenetic map by localizing the DNA on
specific polytene chromosomes by in situ hybridization. Nearly 10% of the total genes,
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1300 genes, in D. melanogaster already had been cloned and sequenced by individual labo-
ratories (Rubin and Lewis 2000). However, eventually it was concluded that approximately
one-third of the genes in Drosophila do not have obvious phenotypes when mutated, making
the sequencing project a useful gene discovery method.

7.13.1. The Original Drosophila Genome Project

The original publicly supported Drosophila Genome Project had the following aims:

1. Develop a high-resolution physical map, which would serve as a basis for DNA
sequencing and detailed functional studies. A physical map is a series of overlapping clones
for which information is available on the sequences at their ends and on their physical
location on the chromosomes. The physical map would be integrated in a database with
cross-references to the genetic information already available for D. melanogaster.

2. Conduct feasibility studies for large-scale DNA sequencing projects, especially for
regions containing DNA of great biological interest. Large-scale studies were defined as
those that attempted to determine 3 megabases of contiguous DNA sequence within 3 years.

3. Develop new bioinformatic techniques to identify coding sequences in genomic DNA
and to obtain high-quality cDNA libraries that were representative of the complete coding
information of the genomic DNA (Merrian et al. 1991).

7.13.2. The Actual Drosophila Genome Project

The Drosophila Genome Project actually was completed much more quickly and by a
different strategy than originally planned (Adams et al. 2000, Pennisi 2000a). Drosophila
melanogaster became only the second multicellular organism (after the worm C. elegans)
to have its entire genome sequenced.

The initial Drosophila sequencing effort was initiated in 1990 and was only partially
completed when Venter et al. (1996) proposed using a “shotgun strategy.” This was a novel
approach to sequencing such a large genome: it involved breaking the entire genome into
small pieces, sequencing them rapidly with a huge array of very fast and expensive new
sequencing machines, then using some of the world’s most powerful supercomputers to
assemble the sequenced fragments into the correct order. To prove that this strategy would
work, a collaboration was undertaken by a company founded by Craig Venter (Celera), the
Berkeley Drosophila Genome Project, and its European counterpart to guide the work and
interpret the data.

Shotgun cloning had never been attempted previously with such a complex genome. The
complexity is due to the presence of repeated sequences hundreds to thousands of base
pairs long that are scattered throughout the genome and cause problems in assembly of
the sequence data. The solution was to obtain sequences from both ends of fragments that
were approximately 2, 10, and 150 kb in length. These oriented bits of sequence were
assembled into increasingly dense and interlinked scaffolds that generated long continuous
stretches of DNA sequence with few gaps (Adams et al. 2000). The success of the shotgun
approach with Drosophila encouraged a similar approach with the human genome (Venter
et al. 2001).

The approach to sequencing the Drosophila genome began in May 1999 at Celera, and
by late fall of 1999 the sequencing was completed and the computers had assembled the
sequences! The sequences were published in Science in March of 2000 (Adams et al. 2000).
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The publication of the Drosophila genome represents a major milestone for insect
molecular genetics (Hawley and Walker 2000). The entire Drosophila sequence is avail-
able in GenBank and at FlyBase on the World Wide Web (FlyBase Consortium 1997).
FlyBase is a database of genetic and molecular data and includes genes, alleles, pheno-
types, aberrations, transposons, clones, stock lists, the locations of Drosophila workers,
and bibliographic references (Misra et al. 2000).

By the year 2000, the genomes of E. coli, Saccharomyces, C. elegans, D. melanogaster,
and Homo sapiens had been completed ahead of schedule and less expensively than
expected. On February 15, 2001, the sequences of the human genome were published
(International Human Genome Sequencing Consortium 2001, Venter et al. 2001).

7.13.3. Genome Analysis

Obtaining the DNA sequence is only a first step (Stein 2001). Analyses of the sequence data
must be conducted. An early analysis involved “annotating” the Drosophila genome, which
means that as many genes as possible were identified in the mass of data and the function
of the proteins/gene products were predicted (Adams et al. 2000, Reese et al. 2000, Pennisi
2000b).

The accuracy of the annotation was assessed by several methods in the Genome
Annotation Assessment Project (GASP). GASP focused on analysis of a well-known region
of the Drosophila genome. The 12 groups carrying out the analysis did best in identifying
the coding regions, with a success rate averaging over 95%. The correct intron/exon struc-
tures were predicted for over 40% of the genes. Almost half the genes in the region were
recognized and assigned functions by homology with known genes. However, promoter
analyses were highly inaccurate, and fewer than one-third of the promoters in the region
were found by the GASP group (Reese et al. 2000). Subsequent annotations and evaluations
are required to refine and improve on these initial annotations.

7.13.4. Surprises in the Drosophila Genome

Several unexpected results were found. First, early analyses of the Drosophila genome
suggest there are approximately 13,600 genes, which is slightly fewer than the number
found in the nematode C. elegans (Adams et al. 2000). D. melanogaster was expected to
have about 30,000 genes. Ultimately, Drosophila may be found to have more than 13,600
genes because it has a relatively large number of overlapping genes (Ashburner 2000).

Immediately after obtaining the D. melanogaster genome sequences, a comparison was
made to the genomes of C. elegans and S. cerevisiae in the context of cellular, developmental
and evolutionary processes (Rubin et al. 2000). The comparisons indicated there are many
genes left to be studied in Drosophila. For example, there are approximately 3090 genes
encoding translation factors or proteins with well-characterized RNAbinding motifs (Lasko
2000); there are approximately 251 protein kinases and 86 phosphatases in the genome,
among which there are almost 170 new kinases and phosphatases for which no role is
known currently in Drosophila (Morrison et al. 2000). Genes involved in RNA processing
are highly conserved in Drosophila, so it was relatively easy to identify the 27 genes
that encode small nuclear RNAs and the 99 genes that encode proteins involved in RNA
processing (Mount and Salz 2000).

Annotation of the Drosophila genome also indicated this insect is surprisingly relevant to
the study of genes and metabolic pathways involved in tumor formation and development in
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humans (Potter et al. 2000). Many of the well-studied signal pathways in tumor development
in humans are conserved between flies and humans, and at least 76 Drosophila genes that
are homologous to mammalian cancer genes are under intensive study.

Furthermore, 178 (62%) of 287 known human disease genes appear to be conserved
in Drosophila, including genes causing neurological (Alzheimer’s disease, Huntington’s
disease, Duchenne muscular dystrophy, and juvenile-onset Parkinson’s disease), renal,
cardiovascular, metabolic and immune diseases, and malformation syndromes (Fortini et
al. 2000). These examples of annotations and analysis represent only a small subset of the
treasure trove of information that can be mined for years to come.

7.14. Bioinformatics

As the GASP project indicated, it is not always easy to find genes hidden among the thou-
sands of nucleotide sequences produced by a genome sequencing project. Current analysis
methods often only average a 70% accuracy rate in predicting structural and functional
features (Bork 2000).

Part of the problem is defining a “gene” (Attwood 2000). Is a gene a heritable unit
corresponding to an observable phenotype? Or is it genetic information that encodes a
protein or proteins? Is it the genetic information that encodes RNA? Must the gene be
translated? Is DNA a gene if the gene is not expressed? There are multiple definitions of
a gene, and hence the estimates of the total number of genes in a sequenced genome can
vary.

A variety of approaches have been taken to improve the process of finding genes in
eukaryotes (Stormo 2000). For example, the Drosophila genome has isochores, long
>300-kb DNA segments which are compositionally homogeneous on the basis of GC
frequencies. As is found in humans, Drosophila isochores are rich in coding sequences
compared to genome segments lacking high GC frequencies (Jabbari and Bernardi 2000).

The effectiveness of gene-finding programs is based on the type of information used by
the program and the algorithm used to combine that information into a coherent prediction.
Three types of information are used to predict the location of genes: 1) “signals in the
sequence” such as splice sites; 2) “content” statistics such as codon bias; and 3) similarity
to known genes (Stormo 2000).

The most important features to identify are the splice junctions of introns and exons—the
donor and acceptor sites (Stormo 2000). Unfortunately, splice junctions cannot be reliably
detected now, and efforts are being made to improve detection methods (Saxonov et al.
2000). Start and stop codons can be useful in predicting exons. Unfortunately, they can be
uninformative if the reading frame is unknown. Some programs look for sites associated
with promoters such as TATA boxes, transcription factor binding sites, and CpG islands.
Poly(A) signals are used sometimes to aid in identifying the carboxyl terminus of the gene.

As the number of known coding sequences increases, the accuracy of gene-prediction
programs will improve because the larger sample size of known genes will allow for more
reliable statistical measures, as well as a much greater likelihood of encountering a gene
that is related to one that has been identified previously.

Large genomic sequences can only be analyzed computationally, so continued improve-
ments in analysis and annotation methods are needed (Ashburner 2000). During the
past five years, advances have been made in identifying DNA sequences as coding
or noncoding. Although current methods leave uncertainties, having the exact coding
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prediction is unnecessary. Even partially correct predictions can focus experiments to
determine the true gene structures faster than would be possible if these predictions were
unavailable. Continued advances in computational and experimental methods for identi-
fying genes, their regulatory elements, and their function are expected (Baxevanis and
Ouellette 2001, Stormo 2000).

7.15. Genome Analyses of Other Arthropods

The ability to sequence genomes relatively rapidly has led to proposals to sequence the
genomes of other arthropods, especially species that are of significant economic impor-
tance such as mosquitoes (especially Anopheles gambiae, the vector of malaria) and ticks.
A proposal was made to sequence the genome of A. gambiae in 5 years with a cost of
between $50 and $90 million (Balter 1999). In 2001, plans were finalized for sequencing
the A. gambiae genome at a cost of approximately $10 million (Balter 2001). Preliminary
analyses of the A. gambiae genome are already available (Favia et al. 1994, Zheng et al.
1996, Rai and Black 1999, Severson et al. 2001).

Information on genome sizes, chromosome numbers, and location of markers is available
for a few insects other than Drosophila. For example, the genome of the silkworm Bombyx
mori (Order: Lepidoptera) is approximately 3.8 times larger than that of D. melanogaster,
and a substantial effort has identified approximately 400 visible mutants with approximately
200 assigned to specific linkage groups. Molecular mapping of the genome has been carried
out using various DNA markers, and chromosome libraries have been constructed in BAC
libraries (Shi et al. 1995, Yasukochi 1998, 1999, Wu et al. 1999).

Likewise, the flour beetle Tribolium castaneum (Order: Coleoptera) has been the subject
of intense genetic study. T. castaneum has a small genome (about 200 Mb), and about 80
mutants have been located on the nine linkage groups. Linkage maps have been developed
using molecular markers based on RAPD-PCR (Beeman and Brown 1999).

A linkage map of the honey bee, Apis mellifera, was developed based on RAPD-PCR
markers (Hunt and Page 1995), and a gridded genomic library was developed for compara-
tive and basic genetic studies (Beye et al. 1998). The honey bee is important in agriculture
and is also important in behavioral research and in understanding sex determination in
Hymenoptera.

Genome analyses of arthropod species other than D. melanogaster are highly desirable
because this fly is unlikely to fully represent the entire diversity of the estimated 1 million
insects.

7.16. TEs as Agents of Genome Evolution

Our perception of the role of transposable elements in genome evolution is undergoing
a rapid change as more complete genomes are compared (Kidwell and Lisch 2001). TEs
now may be thought of as “natural genetic engineering systems” that act to provide genetic
variability and other functions (Shapiro 1999). Their designation as selfish DNA or junk
DNA may be “. . . either inaccurate or misleading and . . . a more enlightened view of the
transposable element–host relationship encompasses a continuum from extreme parasitism
to mutualism” (Kidwell and Lisch 2001).
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TEs do carry costs; they require host cell functions to replicate and proliferate, and their
activity poses a risk to the host because their integration into new sites in the genome often
results in deleterious mutations. In D. melanogaster, retrotransposons are responsible for
as much as 80% of all spontaneous mutations (Miller et al. 1997).

Despite these negative aspects, TEs are abundant, and ancient components of eukaryotic
genomes and their long coexistence within eukaryotic genomes suggest there has been some
form of host–TE coevolution. We know that TEs can acquire a functional role in the host
genome; in D. melanogaster the Het-A and TART retrotransposons are the telomeres (Eick-
bush 1997). TEs cause inversions in Drosophila species (Caceres et al. 1999); inversions
can “tie up” specific gene combinations so that they are not scrambled during recombination,
which could help to maintain favorable gene combinations.

The fact that TEs can be activated by environmental and population factors suggests
that TEs could have a positive role by creating new genetic variability that could be useful
under conditions which reduce the fitness of an organism (Capy et al. 2000). One hypothesis
suggests that the activation of host defense genes during stress and the activation of TEs
are similar processes. Alternatively, stresses could induce destabilization of the genome,
leading to the malfunction of genetic systems, which would lead to the increased activity of
TEs as a secondary rather than a direct effect of stress (Capy et al. 2000). Over evolutionary
time, TEs have provided novel regulatory regions to preexisting host genes, and TE-derived
components have undergone a molecular transition into novel host genes through a process
called “molecular domestication” (Miller et al. 1997).

TEs may be more than just agents for local mutations; TEs might provide coordinated
changes in the genome by inserting into a series of genes whose products already function
together (Shapiro 1999). Under this scenario, different insertions could recruit new proteins
into the system. During periods of extensive genome reorganization, TEs could interact with
cell signals to confer on cells a far higher probability of evolving useful new multilocus
systems. Thus, the relationship of TEs to their host could resemble “more symbiosis than
parasitiasis” (Brosius 1999).

The association of TEs with their hosts over evolutionary time could lead to three different
outcomes: 1) the coevolution of TE-derived mechanisms to minimize the negative effects
of TEs on their hosts (such as transposon self-regulation, tissue specificity, targeting, and
genome partitioning); 2) the evolution of host defense mechanisms, which include host
suppressors; and 3) the evolution of new and altered functions of TEs in hosts (regulatory
functions, structural functions, enzymatic functions, and new coding sequences) (Kidwell
and Lisch 2001). Thus, TEs could enable genomes to enhance their own evolution and also
serve as a major tool for generating the necessary diversity to respond to changes in the
environment.

7.17. DNA Microarrays, Gene Chips, and a
Laboratory-on-a-Chip

DNA microarrays or gene chips are revolutionizing how geneticists study gene function
during development and in different tissues. DNA microarrays are small chips a couple
of centimeters across that can be dotted with thousands of cDNA fragments from the cod-
ing regions of genes. If a sample containing fluorescently labeled RNAs that have been
expressed in a cell is added to the gene chip, these labeled RNAs will anneal to the cDNA
that has matching sequences through complementary base pairing. The bright fluorescent
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spots will tell you which genes have been turned on. The pattern of gene expression (the
transcriptome) offers clues as to what makes each cell, tissue, or developmental stage
unique (White et al. 1999, Andrews et al. 2000).

DNA chips or microarrays also can be made with oligonucleotides that are synthesized
in situ or by conventional synthesis, followed by on-chip immobilization. The array then
is exposed to labeled sample DNA and hybridized, and complementary sequences can be
determined (Ramsay 1998).

Microarray analysis is changing the way scientists conduct research because it provides
a way to screen thousands of different genes in a single procedure, making it possible to do
in a day what used to take years. Microarray or gene chip analysis allows us to compare the
genes that are functioning during development, under different environmental conditions,
and during disease.

Most microarrays are purchased from commercial sources, although it is possible to
make your own (Stewart 2000, White and Burtis 2000). A Drosophila genome array is
commercially available (from Affymetrix), and plans are underway to provide the research
community with microarrays of the Drosophila genome by the Berkeley Drosophila
Genome Project. Microarrays are expensive, but the cost is declining, and, relative to
the amount of data that can be obtained from a single experiment, the investment may be
cost-effective.

The technology of microarrays is changing rapidly (Granjeaud et al. 1999). Microarrays
of genomic DNA or cDNA can be placed on nylon membranes, glass microslides, plastic,
silicon, gold, a gel, or even on beads at the ends of fiber-optic bundles (Lockhart and
Winzeler 2000). The technology of depositing nucleic acids on glass slides at very high
densities has allowed the miniaturization of nucleic acid arrays with dramatic increases in
experimental efficiency and information content. Arrays with more than 250,000 different
cDNAs per square centimeter can be produced (Lockhart and Winzeler 2000).

The use of gene chips has provided some surprises and enormous amounts of data
(Andrews et al. 2000). Data analysis methods are under development to interpret the results.
For example, the question needs to be answered: does gene expression indicate function?
At present, the conclusion is that there is a correlation between distinct expression profiles
and function, but expression should not be taken as sufficient evidence for function. For
example, not all genes involved in a function such as DNA replication are expressed peri-
odically during the cell cycle, and some genes that do not need to be cell-cycle regulated
are transcribed in a periodic fashion (Lockhart and Winzeler 2000).

Gene chip or microarray data require careful analysis because experimental evidence
shows there is a disparity between the relative expression levels of mRNA and their corre-
sponding proteins. Thus, expression information from both mRNA and proteins is required
to understand a gene network (Dutt and Lee 2000).

Unfortunately, errors in gene chips have been found that also could lead unwary biologists
to erroneous conclusions (Knight 2001). Despite the fact that microarray production is heav-
ily automated, errors may creep in because bacterial cultures used to amplify the plasmids
with the cDNAs can become contaminated. Technicians can make errors such as loading
plates into the robots the wrong way around or taking samples from the wrong well for
sequencing. Estimates suggest between 1 and 5% of the clones in even the best-maintained
microarray sets do not contain the sequence they are supposed to. Even microarrays based
on oligos can contain errors if the sequences in the databases are wrong or the wrong
strand from the DNA helix is used (the noncoding strand) (Knight 2001). Other errors can
occur when inadequate experimental controls are used or replications are not conducted.
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Erroneous results will continue to be published until the faulty chips and experimental
design methods are corrected. At the least, the sequences of the spot concerned should be
verified by sequencing and by comparing the result using alternative methods of monitoring
gene expression (Knight 2001, Knudsen 2002).

Gene chips almost provide “too much data.” Good sample collection, data collection, and
experimental design are essential to a successful experiment with microarrays. Experiments
on global gene expression may yield data for thousands of genes, forcing the experimenter
to consider processes, functions, and mechanisms about which we know very little. More
sophisticated systems are needed to represent the data and incorporate sequence, genetics,
gene expression, homology, regulation, function, and phenotype information in an orga-
nized and usable form (Lockhart and Winzeler 2000). At present, different researchers use
different arrays and methods of analyzing the data, which makes it difficult to compare the
results from different laboratories.

There is also an enormous effort underway to automate and miniaturize gene chips and
other molecular genetic methods. The goal is to create tiny devices (perhaps 1 cm2) that
will perform the same processes that are carried out in the laboratory with large equipment.
Miniaturizing could allow procedures to take place more quickly, at a lower cost, using less
reagent, and with a greater resolution of detection and specificity (Talary et al. 1998). The
hope is that these “laboratories-on-a-chip” will facilitate rapid advances in gene discovery,
genetic mapping, and gene expression.

7.18. Proteomics: Another “-Omic”

Once we know the complete DNA sequences of organisms (genomics), the next goal is to
understand how the genes are translated in living cells (proteomics). What proteins function
to provide structure and function in the living organism? Proteomics was first formalized
as a term in 1996 and combines “proteins” and “genomics.” Definitions of proteomics and
the other “-omics” are evolving, however.

Proteomics is the genome-wide analysis of proteins and includes three aspects:
1) characterization of proteins and their posttranslational modifications, 2) “differential
display” to compare protein levels and types, and 3) studies of protein–protein interactions.
Proteomics uses techniques such as mass spectrometry and two-dimensional protein
electrophoresis (Geisow 1998, Dutt and Lee 2000, Pandey and Mann 2000).

Two-dimensional gel electrophoresis allows the identification of proteins whose expres-
sion changes in an interesting manner from that of a reference point. Two-dimensional gel
electrophoresis separates proteins by charge using isoelectric focusing and by size using
sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE). Up to 11,000
proteins from a single mixture can be resolved (Dutt and Lee 2000). SDS-PAGE can purify
proteins for amino acid analysis, mass spectrometry, and amino acid sequencing.

Mass spectrometry of proteins separated on two-dimensional gel electrophoresis gen-
erates different types of structural information about a protein. For example, it provides
information on the mass of a protein and also generates amino acid sequence information
(Dutt and Lee 2000). Furthermore, mass spectrometry can provide data on glycosylation
patterns, phosphorylation, and other posttranslational modifications of proteins.

Proteomics (data on protein expression profiles) can be linked to data on nucleic acid
sequence. Several software packages are available to compare multiple protein expression
profiles to identify quantitative changes (Dutt and Lee 2000). For example, proteomics can
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identify proteins which are associated with growth control, or with responses to high or low
temperatures or to different chemicals.

Proteomics data are available in databases on the Internet, including the Protein Infor-
mation Resource (PIR) (Barker et al. 2000) and SWISS-PROT (Geisow 1998, Bairoch and
Apweiler 2000). These sites may contain search engines to compare sequence similarity
and protein function annotations. The SWISS-PROT site provides information on the func-
tion of a protein, its domains structure, its secondary structure (alpha helix, beta sheet),
its quaternary structure (homodimer, heterotrimer), similarities to other proteins, diseases
associated with deficiencies in the protein, posttranslational modifications, and variants.
SWISS-PROT has cross-references to additional databases (Bairoch and Apweiler 2000).
The PIR site provides databases and search tools (BLAST, FASTA, pattern/peptide, pairwise
alignments, multiple alignments, domain search, global or domain search, and GeneFIND)
as well as technical bulletins and documentation (Barker et al. 2000).

7.19. Functional Genomics

Functional genomics has been transformed from a concept that was considered futuristic
in the 1980s to an accepted part of science in the year 2002. Functional genomics, the
assignment of function to genes, includes understanding the organization and control of
genetic pathways that come together to make up the physiology of an organism (Eisenberg
et al. 2000).

Using DNA microarrays or gene chips, scientists are able to analyze complex mixtures
of RNA and DNA in a parallel and quantitative fashion. DNA arrays can be used to measure
levels of gene expression (mRNAabundance) for tens of thousands of genes simultaneously
(Brazma and Vilo 2000, Celis et al. 2000, Lockhart and Winzeler 2000). As a result of the
microarray revolution, scientists are faced with an avalanche of data on mRNA expres-
sion, or, as expressed by Eisenberg et al. (2000) “piles of information but only flakes of
knowledge.”

7.20. Structural Genomics: Another New Horizon?

The Drosophila and Human Genome Projects united a large group of geneticists and others
in a coordinated effort to obtain massive amounts of genomic data in a relatively short
period of time. Such large-scale biology projects were unprecedented. The stage is now set
for another massive undertaking by the biological community.

The new initiative is called The Structural Genomics Project (Smith 2000). Large sums
of money have been allocated to the project by the United States and Japan. Once again, the
project has elicited concern and apprehension among biologists because it is difficult and
expensive. The Structural Genomics Project is estimated to cost more and be more complex
than the Human Genome Project.

Structural genomics involves large-scale analysis of protein structures and functions
based on gene sequences. Structural genomics is a new field that developed after the results
of the genome sequencing projects, and recent advances in structure determination of pro-
teins, were obtained. The Structural Genomics Project aims to link sequence, structural,
and functional information and enable the prediction of unknown structures by homology
modeling.
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The Structural Genomics Project began in January 1998 and has moved from a concept
to a well-organized, funded, consortium-based effort to determine protein structures on
a large scale (Terwilliger 2000). The Structural Genomics Project aims to determine the
structures of 10,000 proteins, one or more from each “fold family” within 10 years (Norvell
and Machalek 2000). Once developed, this enormous body of structural data will be made
available in public databases and promises to “accelerate scientific discovery in all areas of
biological science” (Burley 2000).

7.21. Comparative Genomics

Now that a number of genomes have been completely sequenced, it is possible to compare
genomes in order to understand the evolution of genomes (Kondrashov 1999, Rubin et al.
2000, Brown 2002).

Comparative genomics attempts to learn: how many distinct protein families are
encoded in the genomes, the number of gene duplications, how similar genes are in diverse
organisms, the degree of similarity of protein domains and families, and the similarity of
developmental strategies and cellular processes (cell division, cell shape, cell–cell inter-
actions) (Rubin et al. 2000). Surprisingly, approximately 30% of the predicted proteins in
every organism bear no similarity to proteins in other organisms, the reasons for which
remain a mystery (Rubin et al. 2000).

An example of a comparative genomic study involves a comparison of the peptidase gene
families of D. melanogaster and C. elegans, which indicated differences in evolution of
both form and function (Coates et al. 2000). Another comparative genomic study compared
genes in the flightless region of the Drosophila genome to similar sequences in bacterial,
yeast, C. elegans, and human genomes (Maleszka et al. 1998). Most of the 12 proteins in
the flightless region are absent from the bacterial genomes, half are absent from yeast, but
nearly all have relatives in C. elegans and humans, although gene order is not evolutionarily
conserved.

7.22. The Post-Genomic Era: Reductionism Gives
Way to Emergent Properties?

During at least the past 50 years, biology has been dominated increasingly by a reductionist
approach, which narrowed the focus from the entire animal in its natural environment to
increasingly smaller parts. The enormous complexity of a living organism overwhelmed the
ability of biochemists, cell biologists, structural biologists, physiologists, and geneticists to
study the whole animal (Vukmirovic and Tilghman 2000, White 2001). Studies of organs,
then cells, and, finally, individual molecules became the focus of analyses.

The reductionist approach will continue to be productive, and necessary, to obtain detailed
knowledge about gene function, gene regulation, and gene sequences of the genomes of
humans, D. melanogaster, yeast, and C. elegans. This phase may be completed rather
rapidly because comparisons between genomes will accelerate the process (Palsson 2000).
Reductionist approaches to analysis of gene expression with microarrays will allow us to
know the details of when specific genes are functioning and in what tissues.

Biology is “suddenly awash in genome-based data” and “is in the midst of an intellec-
tual and experimental sea change” which is revolutionizing the type of questions biologists
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can ask (Vukmirovic and Tilghman 2000). Leroy Hood, the leader of a team that invented
the automated gene sequencer, noted recently, “The future will be the study of the genes
and proteins of organisms in the context of their informational pathways or networks”
(Smaglik 2000). There are so many databases available on the Web, each containing
useful information on various aspects of molecular biology, that there are now databases
of databases (Baxevanis 2001). Each January the journal Nucleic Acids Research publishes
an update on the various molecular biology databases. This publication is available free on
the Web.

In the near future, it should be possible to monitor simultaneously the expression of
genes at the RNA or protein level, all possible protein–protein interactions, all alleles of all
genes that affect a particular trait, and all protein-binding sites in a genome. It soon could
be feasible to describe the properties of whole organisms in a precise and quantitative way.

Changing our focus in biology from a reductionist approach to an integrative one provides
new challenges (Palsson 2000). Given the complexity of an organism, mathematical models
and computer simulations probably will be required to study the integrated function of
multiple gene products. Models could be required to analyze, interpret, and predict the
relationship between genotype and phenotype. An early example of this integrative approach
is a model that provided a comparative mathematical analysis of the genome and metabolic
networks of 43 organisms representing the three domains of life (Jeong et al. 2000).

An integrative approach to biology may rely on improved bioinformatics methods and
whole systems analyses to understand the properties of cellular and tissue functions and
focus on the emergent properties, properties that arise from the whole rather than the
individual parts (Palsson 2000). Future geneticists may need to enhance their computer
skills and have a higher level of mathematical and informatics training. The enormous
increase in knowledge of genomics during the 21st century will have at least as large an
effect on the world as the changes brought about by the development of electronics and
computation during the 20th century (Brent 2000).
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Some Relevant Web Sites

Brown Lab Homepage (cmgm.stanford.edu/pbrown)
Interactive Fly (sdb.bio.purdue.edu/fly/aimain/1aahome.htm)
FlyBase (flybase.bio.indiana.edu)
Drosophila Virtual Library (ceolas.org/fly/)
SWISS-PROT protein sequence database (http://www.expasy.ch/sprot/) and

(http://www.ebi.ac.uk/swissprot/)
Protein Information Resource, PIR (http://pir.georgetown.edu) and

(http://www.mips.biochem.mpg.de)
Gene-Chips home page provides information about DNA microarrays

(www.gene-chips.com)
Nature Genome Gateway (http://www.nature.com/genomics/gateway)

Institute for Genomic Research (www.tigr.org)
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8.1. Overview

Occasionally a technique is developed that changes the kinds of questions that can be
answered in biology. Within a few short years, the polymerase chain reaction (PCR) became
just such a powerful tool for solving a myriad of basic and applied problems. Modifications
of the PCR continue to be developed, and these permit additional applications.

The PCR is a method for amplifying (copying) small amounts of DNA or RNA. It can be
used to isolate specific DNA fragments, end label DNA, clone cDNA and genomic DNA,
sequence DNA, mutate specific DNA sequences, alter promoters, quantitate the amount
of RNA or DNA, and identify molecular markers for taxonomic or ecological studies.
The PCR requires a DNA polymerase, dNTPs, template DNA, and primers. Information
about sequences at each end of the DNA to be amplified is needed in order to synthesize
appropriate primers for “standard” PCR. When two specific primers are used, amplification
of DNA theoretically is geometric, producing large quantities of specific DNA suitable for
sequencing, cloning, or probing. PCR methods that use single primers, such as Random
Amplified Polymorphic DNA-PCR (RAPD-PCR), also can result in DNA amplification.
RAPD-PCR uses short, randomly chosen primers to amplify multiple DNA segments in the
genome. The resulting banding patterns (similar to bar codes) provide information about
genetic variation within the entire genome of insects.
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The power of the PCR to amplify DNA is dramatic; theoretically even a single molecule
can be amplified, although efficiency usually is lower. This power creates formidable
problems with contamination and requires careful organization of PCR experiments
and the use of adequate controls. The relative ease with which the PCR can be used
by novices in molecular biology has made it possible for a diverse group of biolo-
gists to use the PCR to study molecular systematics, evolution, ecology, behavior, and
development.

8.2. Introduction

The polymerase chain reaction (PCR) is an in vitro or cell-free method for synthesizing
DNAor RNAsequences in nearly any amount required, starting with a small initial quantity.
The PCR is one of the most accessible and versatile techniques available to entomologists
interested in both basic and applied problems. The PCR is powerful because it can be used
to isolate specific DNA fragments, end label DNA, mutagenize specific DNA fragments,
clone cDNA and genomic DNA, sequence DNA, quantitate RNA and DNA, and alter a
variety of sequences to study gene expression.

DNA polymerase, as used in the PCR, was designated the “Molecule of the Year” by
Science in 1989 (Guyer and Koshland 1989). The PCR became a standard laboratory method
in an extraordinarily short time after it was invented in 1985 (Mullis 1987, Rabinow 1996).
In 1993, Kary Mullis received the Nobel Prize for chemistry for his work on the PCR,
although some believe other scientists should have shared credit for the invention (Rabinow
1996).

Improvements in, and optimization of, the PCR since 1985 have led to its use by nume-
rous scientists. The PCR has become a common procedure in forensics and diagnostics
and is revolutionizing studies of basic biology, ecology, and evolution. This relatively
simple technique has provided scientists with limited experience in molecular biology the
opportunity to apply molecular techniques to diverse problems (White et al. 1989, Arnheim
et al. 1990, Erlich and Arnheim 1992).

Although the PCR is conceptually simple, the process is, in fact, not completely under-
stood. The PCR involves complex kinetic interactions between the template (or target) DNA,
product DNA, oligonucleotide primers (polymers of 10 to ∼30 nucleotides), deoxynu-
cleotide triphosphates (dNTPs), buffer, and enzyme (one or more DNApolymerases). These
relationships change during the course of the reaction (Figure 8.1).

The PCR works well with most DNA targets, but adjustments usually are needed in
the reaction parameters in order to improve specificity and yield. A number of parameters
can be modified to optimize the PCR, including: the reaction buffer (particularly the MgCl2
concentration); relative concentrations of template DNA, primers, dNTPs, and DNA poly-
merase; annealing time and temperature; and extension time and temperature (Carbonari
et al. 1993). No single protocol is appropriate for all situations, and each new experi-
ment requires optimization. For example, amplifying a 100-bp fragment is not equivalent
to amplifying a 10-kb DNA fragment. Modifying each of the components of the PCR to
develop an optimized reaction is time consuming and tedious, but kits now are available
that allow one to optimize the PCR with fewer steps.

This chapter describes what we know about the basic PCR, discusses some of the
modifications of the basic method, identifies applications of the PCR, and provides
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references to additional information. PCR technology is changing rapidly, and new appli-
cations and methods of significance to entomologists will no doubt continue to become
available.

8.3. The Basic Polymerase Chain Reaction (PCR)

The PCR involves combining a DNA sample (the template) with oligonucleotide primers,
deoxynucleotide triphosphates (dNTPs), and a DNA polymerase in a buffer. The specificity
of the basic PCR depends on base pairing by the two primers to the template (target) DNA
(Figure 8.1A).

The primers, which are single-stranded (ss) sequences that flank the DNAto be amplified,
anneal to the single strands of template DNAthat has been denatured by heating it. Repeated
PCR cycles involve heat denaturation to separate the template DNA strands, cooling to
allow annealing of primers to the complementary DNA sequences of the ss template DNA,
and “extension” (or replication) of new (product) DNA strands by DNA polymerase. The
base sequence of the new strand is determined by the sequence of the ss template DNA.
DNAsynthesis proceeds across the region between the annealed primers (Figure 8.1B). This
mixture is repetitively heated to separate the ds DNA and cooled until the desired amount
of template DNA has been amplified.

Figure 8.1. The standard, allele-specific PCR protocol. A) Template DNA is isolated and mixed with
primers, dNTPs, and Taq DNA polymerase in a buffer with Mg2+. The double-stranded tem-
plate DNA is heated to denature it so that the primer can anneal to single-stranded target DNA
(only one template strand is shown). Taq synthesizes a new single strand of complementary
DNA using the primer to initiate synthesis. The dNTPs are added in a sequence determined by
the template DNA strand. This initial extension continues on beyond the desired end, as shown
by the arrow on the newly synthesized strand in the lower diagram. The process of denatu-
ration, annealing of the primer to the template, and DNA synthesis (or extension) is called a
cycle.
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Figure 8.1. B) The process of amplification has low efficiency in the early cycles, and some of the products
produced also lack defined ends. At the start a single molecule (2 strands) is denatured by
heating, and primer a and b, respectively, anneal to homologous sequences on strand 1 and
2. As shown above, in cycle 1 amplification extends some distance along the original DNA
template strands. During cycle 2, the DNA is once again heated to denature it, and old and new
strands can serve as templates for DNA synthesis. Note, the DNA is synthesized from the 5′ to
the 3′ direction. The primers are indicated by the small rectangles; the sequences homologous
to the primers are designated at a′ and b′. Once again in cycle 2, extension of some new strands
occurs beyond the a′ or b′ sequences. However, for the first time templates are produced with
precisely defined ends. After the next couple of cycles (cycles 3 and 4), most of the templates
will be precisely defined, and it is only then that amplification becomes nearly geometric.
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8.3.1. The First Few Cycles Are Critical

All cycles begin by denaturing the template DNA (and any previously synthesized product)
so that the template DNA and newly synthesized product DNA become single-stranded
(Figure 8.1A). As the temperature is lowered, the primers anneal to the complementary
sequences of the DNA. The annealing step in the early cycles requires the primers to
“scan” the template DNA for the correct target sequences to which they can anneal (Ruano
et al. 1991, Dieffenbach 1995, Harris and Jones 1997). Because much of the template
DNA will not have the correct complementary sequence, annealing during the early cycles
may not be as efficient as it is during the middle cycles. Improper interactions of primers
with template in the first few cycles can lead to a nonspecific product. The PCR prod-
uct will be specific only if the two primers bind to sites on either complementary strand
of the DNA and, for the standard PCR, these sites are not more than about 1 to 2 kb
apart. Thus, the first few cycles are very important if accurate and high yields are to be
produced.

During the middle cycles, the DNA product previously synthesized is the preferred
template for the primers, so the target template now is perfectly demarcated (Figure 8.1).
Finally, in the late cycles, denatured amplified products that are present in high concentration
can hybridize to themselves, thus blocking the primers from their complementary sites. In
theory, DNA sequences up to about 10 kb in length can be synthesized by the standard
protocol, but sequences of 2 kb, or less, are more readily obtained.

8.3.2. PCR Power

The power of the PCR is based on the fact that the products of one replication cycle serve
as a template for the next. Each successive cycle, in theory, doubles the number of DNA
molecules synthesized in the previous cycle, resulting in the exponential accumulation of
the target DNA at approximately 2n, where n is the number of cycles. In practice, the PCR is
never 100% efficient, and less product will be produced. The early cycles are less efficient
than the middle cycles because precisely defined template strands predominate only after
the first few cycles (Figure 8.1B). Late in the PCR, the availability of various components
may limit the yield, including primer concentration, dNTPs, or DNA polymerase (Czerny
1996).

8.3.3. Standard PCR Protocols

Table 8.1 gives a procedure suitable for amplifying genomic DNA from Drosophila and
demonstrates the relative simplicity of the technique. Table 8.2 discusses some of the issues
that must be considered in setting up new PCRs.

The PCR is performed using commercially available temperature cyclers that allow the
programming of the three fundamental reaction temperatures during denaturing, annea-
ling, and extension (Figure 8.2). A typical amplification cycle involves denaturing the
template DNA at 94◦C for 20 sec, annealing the primers to the template at 55◦C for
20 sec, and extending (or synthesizing) the DNA at 72◦C for 30 sec. Because the instru-
ments require time to heat and cool to a specific temperature, each actual cycle time
may require 10 min or more, depending upon the specific machine used. If 25 cycles
are performed, the total time will be approximately 4 h and the target DNA will have
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Table 8.1. Example of a Standard Allele-Specific PCR Reaction Protocol for

Amplifying Drosophila DNA

1. Set up a 100-µl reaction in a 0.5-ml microfuge tube, mix, and overlay with 75 µl of mineral oil:
Template DNA (105 to 106 target molecules)
20 pmol each primer (each primer 18 to 30 nucleotides long)
100 mM Tris-HCl (pH 8.3 at 20◦C)10 mM MgCl2
0.05% Tween 20
50 µM each dNTP
2 units of Taq DNA polymerase

2. Perform 25 to 35 cycles of PCR using the following temperature profile:
Denaturation 96◦C, 15 seconds (a longer initial time is desirable)
Primer annealing 55◦C, 30 seconds
Primer extension 72◦C, 1.5 minutes

3. Cycling should conclude with a final extension at 72◦C for 5 minutes. Stop reactions by chilling to
4◦C and/or adding EDTA (ethylene dinitrilotetraacetic acid, a chelating agent) to 10 mM.

been amplified approximately one millionfold, assuming a doubling has occurred in each
cycle.

8.3.4. DNA Polymerases

The PCR, as first described in 1985, used the Klenow fragment of Escherichia coli DNA
polymerase I to produce copies of target DNA (Mullis and Faloona 1987, Saiki et al. 1985).
Because the Klenow fragment is heat sensitive, fresh enzyme had to be added to each cycle,
making the PCR an exceedingly tedious procedure!

The efficiency and fidelity of the PCR were dramatically improved by employing a heat-
resistant polymerase (Taq DNA polymerase) so that the procedure could be carried out
at high temperatures, yet the enzyme did not have to be added before each cycle (Saiki
et al. 1988, Eckert and Kunkel 1991, Taylor 1991, Goodman 1995). Taq was isolated from
the bacterium Thermus aquaticus, which was collected from a hot spring in Yellowstone
National Park. Because Taq can withstand repeated exposures to temperatures up to 94◦C,
its use greatly increased the ease with which the PCR could be performed.

Taq DNA polymerase is a 94-kDa protein with a temperature optimum of approximately
75◦ to 85◦C. It can extend (add on) more than 60 nucleotides per sec at 70◦C with a
GC-rich 30-mer primer. In a PCR mixture, Taq retains 50% of its activity after about
40 min at 94◦C. The use of Taq thus increased the specificity and yield of the PCR over that
possible with the Klenow fragment because the primers could be annealed and extended
at higher temperatures, which eliminated much of the nonspecific amplification. Longer
PCR products were produced because the secondary structure of the template DNA was
eliminated at these higher temperatures, as well. Fragments about 500 bp long can be
synthesized with the Klenow fragment, but fragments up to 10 kb long sometimes can be
produced with Taq.

8.3.5. Other Thermostable DNA Polymerases

Genetically engineered variants of Taq have been developed, and DNA polymerases from
other sources now are available commercially in native and cloned form (Engelke et al. 1990,
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Table 8.2. Optimizing Standard PCR Reactions Involves Optimizing

Reaction Components

PCR component Issues to consider

Primer 1. Select primers with a random base distribution and GC content similar to
template DNA being amplified.

2. Avoid primers with stretches of polypurines and polypyrimidines or other
unusual sequences.

3. Avoid sequences with a secondary structure, especially at the 3′ end.
4. Check primers for complementarity and avoid primers with 3′ overlaps to

reduce primer–dimer artifacts.
5. Construct primers 20 to 30 nucleotides long.
6. Optimize the amount of primers used.
7. Design so the base at the 3′ end of the primer is a G or C to enhance

specificity (G-C clamp).

Template DNA 1. Template DNA should be free of proteases that could degrade the DNA
polymerase.

2. Template DNA with high levels of proteins or salts should be diluted or
cleaned up to reduce inhibition of DNA polymerase activity.

3. Highly concentrated template DNA may yield nonspecific product or
inhibit the reaction.

4. It is rare that template DNA concentration is too low.

PCR buffer 1. MgCl2 concentration is very important.
2. Excess Mg2+ promotes production of nonspecific product and

primer-dimer artifacts.
3. Insufficient Mg2+ reduces yields.
4. Presence of EDTA or other chelators can reduce the availability of Mg2+.

Taq polymerase 1. Excessive Taq concentrations can yield nonspecific products and reduce
yield. Recommended concentrations are between 0.5 and 2.5 units per 100
µl reaction. Add the Taq at 94◦C and mix thoroughly.

2. Stringency can be increased by increasing the annealing temperature,
adjusting dNTP concentrations, and minimizing incubation time.

dNTPs 1. dNTP concentrations should be equivalent to minimize misincorporation
errors.

2. Low dNTP concentrations minimize mispriming, but if too low, can reduce
the amount of product.

Cycle parameters
Incubation 1. Time varies with length of target being amplified; 1 min/kb is average.

2. Ramp time (time to change from one temperature to another) should be
minimized to improve specificity.

3. Insufficient step is a common problem; 94◦C results in complete
separation, but excess time can cause denaturation of Taq polymerase.

Annealing 1. Annealing temperature depends on length and GC content of primers; 55◦C
good for primers 20 nt long (50% GC).

2. Higher annealing temperatures may be needed to increase primer
specificity.

Cycle number 1. Optimum number varies with starting concentration of template DNA, and
all of the previously listed parameters.

2. Too many cycles increases amount of nonspecific product; too few results
in a low yield that can’t be detected by gel electrophoresis.

3. If additional product is required, it is better to reamplify, using an aliquot of
the first reaction as the template, than to increase the number of cycles.
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Figure 8.2. Example of a typical PCR protocol. Step 1 involves denaturing the double-stranded DNA
template at 94◦C. Step 2 involves annealing the primer to the single-stranded target DNA by
base pairing. Step 3 involves synthesis of new DNA from the 3′ end of the primer (= primer
extension) by DNA polymerase using dNTPs in a sequence determined by the template DNA.
Steps 1 through 3 are a cycle, and approximately 25 cycles will yield an increase in DNA
content by a factor of approximately 1 million (225).

Erlich et al. 1991, Perler et al. 1996). For example, a recombinant T. aquaticus polymerase
called the “Stoffel fragment” persists at 97.5◦C and exhibits optimal activity over a broad
range of Mg2+ concentrations.

Other thermostable DNA polymerases have been isolated from Eubacteria (Thermus
and Bacillus) and Archaea (Thermococcus, Pyrococcus, and Sulfolobus). Many are
commercially available and have specific attributes such as 3′ to 5′ exonuclease activ-
ity, “proofreading” ability, different molecular weights, and different stabilities and
temperature optima (Perler et al. 1996). For example, a thermostable enzyme iso-
lated from T. thermophilus can reverse-transcribe RNA efficiently at high tempera-
tures. The thermostability of this enzyme appears to minimize the importance of
secondary structure in the RNA template and allow efficient cDNA synthesis at high
temperatures.

ADNApolymerase isolated from the archaebacterium S. acidocaldarius carries out poly-
merization at 100◦C, which could facilitate amplification of DNA regions with secondary
structure (Arnheim and Erlich 1992). Polymerases from Thermoplasma acidophilum, Ther-
mococcus litoralis, and Methanobacterium thermoautotrophicum have 3′ to 5′ exonuclease
activities, which means that they can proofread, reducing the rate of misincorporation or
errors.

8.3.6. Primers Are Primary

Although all the components of a PCR are important, primers are truly crucial (Table 8.2).
Well-designed primers can result in 100- to 1000-fold increases in sensitivity (He et al.
1994a,b). As a general rule, longer primers are better than shorter for increasing specificity,
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but length is not the only consideration. Many of the modifications of the PCR have
involved modifying the number, size, and specificity of the primers used, as described
below.

What is a primer and where do you get them? A primer is a short (10 to ∼30 nucleotides)
single-stranded polymer of oligonucleotides. The standard PCR (allele-specific) PCR
requires that the specific sequence of the DNA targeted for amplification be known in order
to synthesize a primer. Thus, information is required about the gene/DNA to be amplified.
Primers anneal to the target DNA by complementary base pairing, with A annealing to T,
and C to G. The primers determine the length, specificity, and nature of the DNA fragment
amplified.

Allele-specific (standard) PCR requires a pair of primers that flank the target DNA to
be amplified; extension (copying of the single strand of template DNA) occurs from each
3′OH end of the primer, so that the ends of the amplified DNA are defined by the 5′ ends
of the primers. As a result, the length of the DNA generated is equal to the lengths of the
two primers plus the length of the template DNA (Figure 8.1).

Most primers are synthesized to order on a DNA synthesizer. A number of commercial
suppliers provide this service, with the price determined by the number of bases in the
primers. Primers may be called 10-, 20-, or 30-mers, based on their length. Primers can be
constructed that contain extensions so that restriction enzyme sites, regulatory codons, or
labels can be added to the target DNA. These sequences will be incorporated into the 5′ end
of the target sequence, making the products easier to clone or sequence.

Selecting primers for allele-specific PCR remains somewhat empirical, although com-
puter programs have been developed to aid in their design (Table 8.2) (Lexa et al. 2001). It
is desirable, where possible, to select primer pairs with a G+C content of around 50% and
a random base distribution (except at the 3′ end). It is important to avoid complementary
3′ ends of the primer pairs to avoid primer-dimer artifacts that will reduce the yield of the
desired DNA.

Runs of three or more Cs or Gs at the 3′ ends of primers may promote mispriming at G+C-
rich regions. Primers with T, C, or G as the 3′ (last) nucleotide result in a more specific PCR
product than if the primer ends in an A (Ayyadevara et al. 2000). Amplification efficiency is
reduced when T and A occupy the penultimate 3′ position of the primer (Ayyadevara et al.
2000). Palindromic sequences within primers should be avoided, as should sequences that
will yield a significant secondary structure. In some cases, primers with two Gs and/or Cs
at the 3′ end (the G/C clamp) will ensure the primer anneals strongly to the template to
promote specific priming (Roux 1995).

Sometimes suboptimal primers, perhaps containing high amounts of A and T, must be
used because of the nature of the target sequence. Low concentrations of tetramethylammo-
nium chloride (TMAC) could reduce mispriming and thus reduce nonspecific amplification
(Chevet et al. 1995).

8.3.7. Storing Insects for the PCR

Ideal killing and storage techniques include placing the insects into an ultralow freezer
(–80◦C) or into liquid nitrogen or dry ice. Rapid killing reduces damage to DNA by endoge-
nous DNases. Storage of insects under inappropriate conditions can have detrimental effects
on the quality and quantity of DNA available for the PCR (Dick et al. 1993). However,
it is not always possible to kill and store insects under optimal conditions in remote field
conditions.
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Alternative killing and storage methods include the use of ethanol (EtOH) at 95 or 100%
(Quicke et al. 1999). The use of EtOH at less than 95% is undesirable because the water
in insects dilutes the EtOH, which can result in degradation of DNA. If your insects are
large, it may be desirable to kill them in 100% EtOH, pour it off, and replace it with fresh
to reduce the dilution with endogenous water.

Other killing and storage methods may provide useful DNA, although loss in quality
and quantity may occur. Desiccation with silica gel has preserved DNA of tiger beetles for
several months (Vogler and Pearson 1996). Other preservation methods include acetone,
2-propanol, diethyl ether and ethyl acetate, which allows insects to be stored for about six
months (Fukatsu 1999). Fukatsu (1999) recommended the use of acetone which preserved
the DNA of insects (as well as the DNA of microbial organisms within the insects) for more
than two years at room temperature.

Many small insects are processed by critical point drying or other drying techniques for
preservation in museums (Austin and Dillon 1997). Such dried insects sometimes can be
used for molecular studies, especially if the target DNA is short and abundant (such as
mitochondrial and ribosomal DNA). Specimens that were killed in 100% EtOH, stored at
5◦C, and then dried yielded good-quality DNA upon extraction (Austin and Dillon 1997).
Amplification of long segments of single-copy genes from insects that have been poorly
preserved is likely to be difficult.

Storage in methanol and chloroform, as well as low concentrations of EtOH, can result
in poor preservation of DNA (Fukatsu 1999).

8.3.8. Preparing DNA Samples

Template DNA used in the PCR generally should be free of proteases that could degrade the
DNA polymerase. It should be free of nucleases that could degrade DNA, and free of DNA
binding proteins or high levels of heat-precipitable proteins that would inhibit amplification.
Ideally, 105 to 106 template DNA molecules will be available, although successful PCRs
have been achieved with only a few DNA molecules.

Relatively crude DNA preparations sometimes can be used for the PCR. For example,
when large numbers of individual insects must be processed, it is possible to do PCR on
undissected larval or adult insects without prior isolation of the DNA (Grevelding et al.
1996). Apparently, the repeated denaturation steps at high temperature are sufficient to lyse
cells so that sufficient template DNA is available, especially when the target DNA is present
in high copy number in each cell (such as mitochondrial genes or ribosomal RNA genes).
The advantage of using a crude lysate is that it reduces the time and costs to prepare the
sample, which is important when hundreds or thousands of specimens must be evaluated.
Such crude preparations do not allow the DNA to be stored, however.

Another crude preparation method involves boiling the insect with subsequent dilution.
Lysing cells in boiling water is a quick and effective method of preparing DNA for PCR,
although only a small volume of the extract can be used because cellular debris may inhibit
the PCR.

Cells in complex biological fluids or cells resistant to lysis require additional processing.
Rapid and inexpensive DNAextraction can be achieved using Chelex, a polyvalent chelating
agent in resin form, which reduces degradation of DNAheated in low-ionic-strength buffers,
probably by chelating heavy-metal ions that may serve as catalysts in the breakdown of DNA
(Singer-Sam et al. 1989). Adding Chelex during boiling appears to increase the amount of
DNA produced from samples containing small amounts of template. Chelex is nontoxic,
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provides rapid results, and can be used to isolate DNA from hundreds of individual insects
or mites suitable for either the standard PCR or RAPD-PCR (Edwards and Hoy 1994).
A disadvantage to Chelex is that the extracted DNA is unstable and must be used within
a few days. Other rapid extraction methods are available commercially and may produce
repeatable results. A variety of DNA extraction methods have been tested for the PCR
(Steiner et al. 1995, Goldenberger et al. 1995, Hammond et al. 1996, Shahjahan et al. 1995,
Aljanabi and Martinez 1997), and many commercial kits are available. However, these may
be expensive if used to extract DNA from large numbers of samples.

The “best” DNA extraction method will depend on the goals of your experiment.
Preliminary experiments should be conducted to determine which DNA extraction method
is appropriate. For example, if the goal is to process large numbers of insects for ecological
studies, then rapid, nontoxic, and inexpensive extraction methods, such as Chelex, may be
useful and sufficient, especially if amplifying multiple copy genes in mitochondria or ribo-
somes. However, Chelex may yield some false negative results and the extracted DNA
cannot be stored. If it is important to maintain live insects for further study, it is possible to
extract insect hemolymph from large insects, extract the DNA from the hemolymph with
Chelex, and yield DNA suitable for microsatellite analysis (Gerken et al. 1998).

Some experiments require specialized extraction methods (Mauel et al. 1999). For exam-
ple, different numbers of false negative results were obtained when DNAfrom ticks infected
with a pathogen, granulocytic ehrlichiosis, was extracted by three different methods. Blood-
fed ticks have inhibitors of the PCR that cannot be extracted easily with standard extraction
methods. Inhibition of the PCR also was observed when amplifying Borrelia burgdorferi
DNA from blood-fed ticks (Schwartz et al. 1997).

Some PCR protocols require higher quality DNA than others. For example, amplified
fragment length polymorphism PCR (AFLP-PCR) allows insects to be “fingerprinted” (see
below), but requires very pure and high-quality DNA that can be cut completely by restric-
tion endonucleases. When different DNA extraction methods were compared, two of the
complex methods failed to produce adequate amounts of DNA, one simple method pro-
duced only poor quality DNA, but three treatments (two complex DNA methods involving
phenol treatments plus a CTAB-based protocol) produced an adequate quality and quantity
of DNA (Reineke et al. 1998).

The PCR is inhibited by a variety of impurities, including complex polysaccharides,
heme in blood, humic substances in soil, proteases, urea in urine, phenol, and detergents
(Schwartz et al. 1997, Al-Soud and Radstrom 1998). One solution to reducing the amount
of impurities is to dilute them (Table 8.2). Upon dilution, however, the template DNA must
remain sufficiently abundant. Other methods for eliminating inhibitors include the use of
dialysis or centrifugation in cesium chloride gradients, but these methods can result in the
loss of large amounts of the template DNA.

Experimental procedures sometimes can introduce inhibitors of the PCR. For example,
Lee and Cooper (1995) found that PCR carried out on DNA cloned into E. coli failed
when the bacterial colonies containing the clones were picked from plates with wooden
toothpicks. The nature of the water-soluble inhibitor in the wooden toothpicks is unknown,
but the toothpicks negatively affected both Taq and Vent DNA polymerases.

If inhibition is a serious problem, it might be reduced by embedding whole cells in low-
melting-point agarose blocks, then immersing the blocks in a lysis buffer, which results in
intact genomic DNAwith minimal shearing damage. The agarose is then washed and cellular
debris and other contaminants diffuse out during the lysis and washing steps, resulting in
highly purified genomic DNA free of contaminants (Moreira 1998). The agarose-embedded
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DNA can be used directly because the PCR is unaffected by the presence of high-quality
low-melting-point agarose in concentrations up to 0.3%.

The use of degraded and fragmented DNA as a template for the PCR generally should
be avoided because it reduces the efficiency of the PCR and limits the size of the products
that can be amplified (Golenberg et al. 1996).

Typically, 0.05 to 1.0 µg of genomic DNA is needed to amplify single-copy genes with
the standard PCR. Less DNA (0.5 to 2 ng) can be used to amplify multiple-copy genes such
as nuclear ribosomal RNA genes, because these genes are repeated about 200 to 500 times
in the eukaryotic genome. It even may be possible to conduct PCR on ancient or degraded
DNA if the template is “reconstructed” (Golenberg et al. 1996).

Table 8.3 describes a standard protocol for preparing genomic DNA suitable for
the PCR from a single D. melanogaster (Jowett 1986). Other techniques are possible
(Table 8.4).

8.3.9. PCR Automation

The PCR involves repeated cycles with at least two, and generally three, temperatures
(Figure 8.2). A high temperature is needed to denature (separate the two strands) the DNA
template and subsequent product molecules. The lower temperature should allow annealing
of the primer to the denatured ss DNA template. A third, intermediate temperature near the
optima for DNApolymerase function is used for the extension (synthesis of the complemen-
tary sequence) phase. The temperature cycles can be achieved by moving samples between
two or more water baths, but this is extremely tedious and it is difficult to maintain precise
control over timing.

The annealing temperatures should be neither too low nor too high. An algorithm can
be used to determine the optimal annealing temperature for a given pair of primers and

Table 8.3. Extracting Genomic DNA from a Single Drosophila melanogaster

1. In a 1.5 ml microfuge tube freeze a fly in liquid nitrogen. (Store at −70◦C until needed.)
2. Thaw and add 100 µl of 10 mM Tris-HCl (pH 7.5) 60 mM NaCl, 50 mM EDTA, 0.15 mM spermine,

0.15 mM spermidine.
3. Grind fly with a yellow pipette tip.
4. Add 100 µl of 1.25% SDS, 0.3 M Tris-HCl, 0.1 M EDTA, 5% sucrose, 0.75% freshly added DEP

(diethylpyrocarbonate).
5. Mix and incubate 30 to 40 min at 60◦C to ensure lysis of the nuclei.
6. Cool and add 30 µl of 8 M potassium acetate.
7. Cool for 45 min on ice.
8. Spin for 1 min in a microfuge.
9. Remove supernatant, avoiding the lipid on the surface, and add 2 volumes of ethanol.

10. Leave at room temperature.
11. Spin for 5 min and pour off the supernatant.
12. Wash the pellet with 70% EtOH.
13. Dry under vacuum.
14. Take up pellet in 25 µl of TE (10 mM Tris, 1 mM EDTA).

The method lyses the nuclei once the tissue is broken up. The SDS and protein form complexes.
Diethylpyrocarbonate (DEP) is a protein denaturant and nuclease inhibitor. The protein/SDS complexes
are precipitated by adding potassium, leaving the DNA in solution. The final DNA is contaminated with
RNA, which can be removed by adding RNase to a concentration of 100 µg/ml.

Adapted from Jowett (1986).
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Table 8.4. A Rapid Method for Extracting DNA from a Single Insect or Mite using

Chelex 100 Chelating Resin

1. Add a single insect or mite to a microcentrifuge tube. Insects can be alive or frozen at −80◦C.
2. Tap tube sharply to move the insect to the bottom of the tube. If the insect or mite is difficult to detect

visually, add a small amount of buffer and spin in a microfuge tube to ensure the specimen is at the
bottom.

3. Immerse the bottom of each microfuge in liquid nitrogen. Freeze a plastic pestle in liquid nitrogen.
(Pestles are prepared in advance by melting the ends of 200-µl pipettor tips and molding them to the
bottoms of microcentrifuge tubes.)

4. Macerate the frozen specimen well within the tube with the frozen pestle.
5. Add 200 µl of a 5% (w/v) Chelex solution (Bio-Rad Laboratories).
6. Vortex the solution vigorously to thaw it.
7. Remove the pestle and place tube into a temperature cycler and heat to 56◦C for 15 min.
8. Centrifuge the sample (>100 g) for 15 sec in a nanofuge to allow removal of the DNA solution from the

top of the tube. Avoid removing any Chelex resin from the bottom of the tube. The DNA can be used for
both traditional and RAPD-PCR. The DNA is not suitable for cutting with restriction enzymes, ligation
reactions, or DNA sequencing. The DNA can be stored for a few days only at −20◦C.

Adapted from Edwards and Hoy (1994).

template DNA based on the GC content of the primer–template sequences (Rychlik et al.
1990). This algorithm is available in computer programs (Osborne 1992).

Avariety of commercial thermal cyclers controlled by microprocessors automate the rapid
and precise heating and cooling required for maximum efficiency of the PCR. Three basic
categories of commercial temperature cyclers are available in which the reaction is: 1) heated
and cooled by fluids, 2) heated by electric resistances and cooled by fluids, or 3) heated
by electric resistances and cooled by semiconductors. Accuracy and reproducibility in
temperature control should be a concern when choosing a temperature cycler. Temperature
cyclers are designed for use with 0.5- or 0.2-ml microfuge tubes or with 96-well plates.

Maintaining a close fit between the walls of the block and the microfuge tube or well
plate is critical in maintaining accurate temperatures. Transfer of heat can be encouraged by
prefilling the wells with glycerol or mineral oil. Temperature cycles also can be achieved
in an oven, which will allow nonstandard containers to be used for the PCR. Thermocy-
clers should be checked periodically to determine their accuracy and calibrated if needed;
differences of even 1 to 2◦C can be significant.

Commercially available temperature cyclers cost approximately US $3000 to $8000.
They differ in the design of the cooling system, control of ramping time between temperature
steps, memory capacity for program storage, sequential linking of programs, and capacity
of the heating block to hold different numbers of samples for amplification. Machines
that do not provide a uniform temperature across a heating block can lead to variation in
outcomes from the reactions taking place in different samples. Different models or brands
of temperature cyclers, although ostensibly programmed to produce the same temperature
profiles, may not be equivalent and also can alter the outcomes of the PCR.

8.3.10. Specificity of the PCR

The specificity (or fidelity) of PCR based on DNAsynthesis by the Klenow DNApolymerase
is low. The use of Taq and other DNApolymerases not only simplifies the PCR but increases
the specificity and overall yield. The higher temperature optimum for Taq (ca. 75◦C) allows
the use of higher temperatures for primer annealing and extension, which increases the
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stringency of the reaction and minimizes the extension of primers that are mismatched with
the template.

The increase in specificity with the use of Taq also results in an increased yield of
the target fragment because competition by nontarget products for DNA polymerase and
primers is reduced. In the later cycles, the amount of polymerase may no longer be suffi-
cient to extend all the annealed primer–template complexes in a single cycle interval,
which results in reduced efficiency and a “plateau.” This plateau is reached after appro-
ximately 30 cycles when Taq is used rather than after 20 when the Klenow fragment is
used.

Modifications of the standard PCR can enhance the outcome. Stringency of the annealing
step can be controlled by adjusting the annealing temperature; high-temperature annealing
and extension (greater than 55◦C) and a balanced ratio of Mg2+ and dNTP concentrations
give the greatest fidelity in the final product (Table 8.2). Various additives such as DMSO
(2 to 5%), PEG 6000 (5 to 15% polyethylene glycol), glycerol (5 to 20%), nonionic deter-
gents, and formamide (5%) can be incorporated into the reaction to increase specificity
(Roux 1995).

Optimizing the annealing temperature and minimizing the incubation time during the
annealing and extension step limits the amount of mispriming. Reducing primer and Taq
concentration also reduces mispriming. Changing the MgCl2 concentration can increase
specificity by allowing a higher annealing temperature, which increases the stringency of
the reaction.

Although Taq has no 3′ to 5′ exonuclease (proofreading) activity, its error rate is relatively
low compared to that of the Klenow fragment (Mullis et al. 1986, Keohavong and Thilly
1989), because Taq has a 5′ to 3′ exonuclease activity during polymerization (Erlich et al.
1991). Current estimates of misincorporation rates are 10−5 nucleotides per cycle under
optimized conditions. Taq appears to extend a mismatched primer–template significantly
less efficiently than a correct primer–template. Misincorporated bases cannot be removed,
and this can promote termination of the extending DNA chain, which will prevent propaga-
tion of the errors in subsequent PCR cycles but lowers the yield of PCR products. Because
the accumulation of mutations in the PCR product is proportional to the number of DNA
replications, the fewer cycles that are required to provide an adequate yield of DNA the
better. Starting with adequate amounts of template (but not too much) reduces the number
of PCR cycles required to produce a specific amount of product, and hence the number of
misincorporations.

Sometimes variability in PCR assays is due to bad batches of Taq DNA polymerase, but
a functional assay can be carried out to test its performance (Wada et al. 1994).

False negative results can occur for no apparent cause. These may be due to “interferences
between our target DNAand the rest of the genome” (Baldrich et al. 1999). Asolution can be
to first digest the genomic DNA with a restriction enzyme that cuts outside the target region,
followed by electrophoresis of the digested DNA, followed by recovering the restriction
fragments of approximately the desired size by elution from the agarose gel. These fragments
are then used as the template.

8.3.11. Detecting Primer Artifacts

Low-molecular-weight DNA artifactual products may be produced and are most obvious if
the PCR is carried out with high primer concentrations, too much Taq in early cycles, small
amounts of template DNA, and too many cycles. The artifacts may be “primer-dimers”
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or other artifacts derived from the primers. Methods have been developed to eliminate
primer-dimer accumulation (Brownie et al. 1997).

Primer-dimers occur when the enzyme makes a product by reading from the 3′ end
of one primer across to the 5′ end of the other. As each primer serves as both primer and
template, a sequence complementary to each primer is produced, which upon denaturation
is a perfect template for further primer binding and extension. As the number of cycles is
increased over 30, the probability of mispriming increases, as does the amount of artifact
formed. The accumulation of a large amount of primer-dimer depletes primers and dNTPs
from the reaction mixture and competes for enzyme with the desired target DNA.

If a PCR produces inadequate amounts of product, conducting a second amplification is
a better solution to the problem than increasing the number of cycles of a single PCR. The
second reaction is best done using 1 µl of the first reaction as template and a fresh reaction
mixture.

8.3.12. How Many Cycles Does a PCR Need?

The answer is not too many and not too few. The optimum varies with the starting concen-
tration of the template, the quality of the template, and the amount of inhibitory substances
in the reaction, as well as all the other parameters (Table 8.2).

Too many cycles can increase the amount of nonspecific background products. Too few
cycles will give a low yield that can’t be detected upon electrophoresis and staining with
ethidium bromide. Too much template DNA actually can inhibit the PCR. Too little tem-
plate DNA can result in false negatives (Rameckers et al. 1997). The number of template
molecules and cycles needed to give a good yield (about 10 ng of DNA) was estimated,
making the assumption that the efficiency of the PCR actually is approximately 70%
(not 100%) and the product is 200 bp in length (Rameckers et al. 1997):

Number of template DNA molecules Theoretical number of cycles required

1 44
10 40
100 35
1,000 31
10,000 27
100,000 22

The efficiency of DNA amplification declines in the later cycles. This is called the ampli-
fication plateau because the product stops being produced exponentially and enters a linear
or stationary phase (Kainz 2000). The plateau appears to be due to the binding of DNApoly-
merase to its amplification products. In general, it is better to set up multiple reactions if
large amounts of DNA are needed.

8.3.13. Reducing the Evils of Contamination

It is crucial that laboratory techniques be meticulous to prevent contamination of the
laboratory, supplies, and equipment with target DNA. Contamination can be an enormous
problem because allele-specific PCR can generate copies of DNA from very small amounts
of template (theoretically from a single molecule). Carryover of tiny quantities of PCR
product can lead to false positives in subsequent reactions.
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There is no simple and guaranteed method to prevent contamination. You must be
thoughtful and careful at all times, employing a variety of approaches to reduce the possi-
bilities of contamination. Most importantly, you must have adequate controls to detect
contamination.

Work surfaces can be decontaminated with 0.07 M sodium hypochlorite (10% bleach)
or a commercial product such as RNase solution (which eliminates both DNA and RNA)
on a regular basis. UV irradiation of the workstation can be helpful, although dried DNA is
less susceptible to UV irradiation than hydrated DNA (Roux 1995). Don’t forget that UV
irradiation of DNA polymerases and primers can damage them, reducing the efficiency of
the PCR. UV light was reported to inhibit PCR amplification efficiency, even when only the
water was irradiated, so routine decontamination with UV light should be used cautiously
(Pao et al. 1993).

Autoclaving may not eliminate DNA contamination (Dwyer and Saksena 1992). In
fact, PCR protocols published by the Cold Spring Harbor Laboratory recommend using
microfuge tubes and tips without autoclaving them first to reduce the likelihood that unde-
graded DNA left over from previous autoclave cycles will contaminate them (Sambrook
and Russell 2001).

It is crucial to separate physically the PCR amplification site from the location where
the PCR products are evaluated by electrophoresis. Ideally, three separate sites or rooms
will be available, one for DNA extraction, one for PCR amplification, and one for analysis
of PCR products. Each separate room or containment unit should have a separate set of
supplies and pipettors. Amplified DNA should never be brought into the area where DNA
is being prepared for amplification or where it is being extracted. Reagents and supplies
should never be taken from an area where PCR analyses are performed.

PCR reagents should be aliquotted to minimize the possibility of contamination. All
reagents should be prepared, aliquotted, and stored in an area free of PCR products.
Similarly, primers should be synthesized and purified in an environment free of PCR
products.

To reduce contamination from barrels of pipettors, use positive-displacement pipettors
with disposable tips and plungers that are completely self contained. Don’t “shoot” the tips
off after use; that helps to make an aerosol of the DNA. Gently pull tips off the pipettor,
especially after handling PCR products. Tips that are plugged with a filter should reduce
contamination of the pipettor from DNA aerosolization. Contamination also can come from
electrophoresis equipment, dot-blot apparatus, razor blades, microcentrifuges, water baths,
and other equipment.

Contamination risks can be reduced by changing gloves frequently (especially between
DNA extraction, PCR amplification, and analysis), wearing different laboratory coats
for DNA preparation, PCR amplification, and analysis, uncapping tubes carefully to
reduce aerosol formation, and minimizing handling of DNA samples (Kitchin et al. 1990).
Components of the PCR (mineral oil, dNTPs, primers, buffer, and enzyme) can be added to
the tubes before adding the target DNA. Contamination of the tube will be reduced if each
tube is capped before DNA is added to the next.

The use of positive controls can create a contamination problem. Ideally, if a positive
control is necessary to demonstrate that your PCR is working appropriately, it should
consist of template DNA that amplifies weakly, but consistently. Using DNA that produces
strong positive responses will generate large amounts of amplified DNA, which is likely to
cause contamination problems. It may be undesirable, and unnecessary, to use a positive
control after the PCR has been optimized.
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By contrast, multiple negative controls always should be included in the PCR experiment
because they will allow you to detect contamination (false positives) if used consistently
and in adequate numbers. Negative controls consist of all reagents but lack template DNA.
A small number of contaminating template DNA molecules in the negative controls could
lead to sporadic false positive results. Thus, it is important to carry out multiple reagent
(negative) controls each time so that rare contaminants can be detected. How many negative
controls should be used? There currently is no standard number, but a statistician might say
that having more negative controls than experimental units is desirable.

In conclusion, although UV irradiation has been recommended as effective in inactivating
contaminating DNA and has been widely used, it should not be counted on as the only
method to prevent contamination (Dwyer and Saksena 1992, Frothingham et al. 1992).
Furthermore, autoclaving may not eliminate previously amplified PCR products (Dwyer
and Saksena 1992). Thus, meticulous attention to the entire set of procedures, including the
physical separation of DNA isolation, PCR amplification, and PCR analysis, is critical in
minimizing contamination or carryover problems.

8.4. Some Modifications of the PCR

Up to now, the discussion has described allele-specific PCR for which primers can be
designed because sequence information is available. What can you do if you want to amplify
DNA from an arthropod for which little genetic information is available? What if you want
single-stranded DNA rather than double-stranded DNA as a product? What if you want to
find the sequence of DNA upstream or downstream from a specific gene?

Some solutions to these, and other, problems have been achieved by modifying the types
and numbers of primers used in the PCR (Table 8.5).

8.4.1. AFLP for DNA Fingerprinting

Amplified Fragment Length Polymorphism (AFLP) PCR provides a method for deve-
loping DNA fingerprints that eliminates some of the problems inherent in RAPD-PCR,
AP-PCR, and DAF (described below) (Savelkoul et al. 1999). AFLP-PCR has its own limi-
tations, namely, that it generates dominant rather than codominant markers (Mueller and
Wolfenbarger 1999) and it requires absolutely clean template DNA in consistent quantities.

As will be described below, RAPD-PCR, AP-PCR, and DAF fingerprinting methods
are based on amplifying random genomic DNA fragments using arbitrarily selected PCR
primers, which means that “DNAfingerprints” can be generated from any DNAwithout prior
knowledge of the DNA sequence. These PCRs are performed at low annealing temperatures
to allow the primers to anneal to the template at multiple loci, which makes them very
sensitive to reaction conditions, DNA quality, and PCR temperature profiles.

AFLP-PCR eliminates most of these problems because it is based on detecting restriction
fragments by PCR amplification; AFLP-PCR can be used on DNAs of any origin and
complexity, without requiring prior knowledge of sequence, and using a limited set of
generic primers (Vos et al. 1995, Savelkoul et al. 1999).

There are three steps in AFLP-PCR: 1) template DNA is digested by restriction enzymes,
and oligo “adapters” are ligated to the digested DNA; 2) sets of restriction fragments are
selectively amplified using the adapter and restriction site sequences as target sites for
primer annealing; 3) the amplified fragments are analyzed by electrophoresis.
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Table 8.5. Some Modifications of the PCR Use Different Types of Primers

PCR type
Primer number, nt length Potential uses

Standard allele-specific
Paired, 15 to 30 nt each Amplify DNA for which sequence information is available for the

target DNA.
AFLP
Generic primers based on restriction
site sequences and “adapter”
sequences

DNA is digested by restriction enzymes and oligo “adapters” are
ligated to digested DNA and amplified using generic primers that use
the restriction site sequences and adaptor sequences as target sites for
primer annealing. AFLP-PCR yields multiple fragments.

Anchored
One known primer, second is made Amplify DNA when only one prime sequence is known. Synthesis of

cDNA with the known primer is carried out using mRNA; a polyG tail
is added to the cDNA. The second primer is made by synthesizing a
primer with a polyC sequence, which allows amplification of a second
DNA strand that is complementary to the cDNA.

Arbitrary
Single, 18- to 30-nt arbitrary
sequence

Amplify regions of DNA internal to regions to which arbitrary primers
(such as M13 sequencing primer, M13 reverse sequencing primer, or
T3 sequencing primer) anneal on opposite strands. One or more DNA
fragments will be produced, and these can be used to generate genome
maps or discriminate between individuals, populations, or species.

Asymmetric
Paired, 10 to 30 nt in a 1:50 to 1:100
ratio

Amplify ss -stranded DNA for sequencing.

Degenerate
Multiple types, 15 to 30 nt Amplify DNA that is related to genes for which the sequence or part of

the sequence is known in a related species, or for members of a gene
family. The degeneracy of the DNA code, and codon bias, for amino
acids determines how many primer types are needed in the reaction.

Inverse
Paired, 15 to 30 nt inverse orientation Amplify regions of DNA of unknown sequence that flank known

sequences; used for identifying upstream/downstream sequences.
Primers are oriented so DNA synthesis occurs away from the known
“core” DNA.

Multiplex
Multiple primers More than one pair of primers amplify several DNA targets

simultaneously. Careful optimization of PCR conditions is required to
produce consistent results.

PCR-RFLP
Paired, 18 to 30 nt Nuclear DNA is amplified by the standard PCR, then the product is cut

with restriction enzymes. Banding patterns are visualized on a gel after
staining with ethidium bromide.

Quantitation of mRNA
Paired, 15–30 nt Several methods: 1) Two different cDNAs are amplified, and the

absolute level of one is calculated if the other is known. 2) The sample
is spiked with a known amount of control DNA, and target and control
DNA are amplified and compared to estimate amount of target DNA.

RAPD-PCR
Single, 10 nt random sequence Random amplified polymorphic DNA PCR. Amplify regions of DNA

that are flanked by the random primer sequences. Multiple DNA
fragments may be produced and used as markers for genome mapping
or identifying individuals, populations, or species.

RNA amplification
18 to 22 nt mRNA is reverse transcribed and the cDNA is amplified by PCR.
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The number of fragments produced in a singleAFLP-PCR can be determined by selecting
specific primer sets. Annealing conditions can be stringent in AFLP. AFLP-PCR allows
analysis of closely related populations and species. For example, European populations of an
introduced pest, the grape phylloxera, were compared by AFLP-PCR with North American
populations (Forneck et al. 2000). Two distinct populations, northern and southern, were
found in Europe, and AFLP-PCR patterns suggest that two different introductions occurred,
one from the northeastern United States and the other from the south-central United States.

A simplified version of AFLP-PCR was developed to discriminate between European
and African honey bees (Suazo and Hall 1999). The protocol involved digesting DNA and
ligating the adapters in one reaction rather than two; one restriction enzyme was used rather
than two; and amplification was accomplished in one reaction rather than two. Finally,
the PCR products were electrophoresed in agarose-Synergel instead of polyacrylamide and
visualized by ethidium bromide staining rather than autoradiography of labeled primers.
These modifications in AFLP-PCR may reduce the amount of polymorphism detected.

8.4.2. Anchored PCR

In situations in which only one sequence is known that is suitable for a primer (rather than
two), anchored PCR can be used. The procedure involves synthesis of cDNA with the
known primer from mRNA (Collasius et al. 1991). A polyG tail is added to the cDNA. The
second primer is developed by synthesizing a primer with a polyC sequence, which allows
amplification of a second DNA strand that is complementary to the cDNA. Subsequent
cycles yield amplified DNA from both strands.

8.4.3. Arbitrary Primers

Ecologists, evolutionary biologists, and geneticists often wish to develop genetic markers
for insects for which little genetic information is available. Arbitrarily Primed PCR
(AP-PCR) can produce a characteristic “fingerprint” pattern for any genome, which could
be useful for developing markers for breeding programs, genetic mapping, population
genetics, or epidemiology (Welsh and McClelland 1990, Welsh et al. 1992, McClelland
and Welsh 1994).

AP-PCR involves two cycles of low-stringency amplification, followed by cycles con-
ducted at higher stringency, using a single primer of arbitrary sequence. The term stringency
refers to PCR conditions such as the annealing temperature. If a high annealing temperature
is employed, then the primers will only anneal to the template DNA if a high proportion of
the sequences match. Lower annealing temperatures allow some mismatches. Full-length
primers (20 to 34 nt long) that have been used include the Universal M13 sequencing primer,
the M13 reverse sequencing primer, and the T3 sequencing primer.

How does AP-PCR work? At lower temperatures, an arbitrary primer can anneal to many
sequences with some mismatches. By chance, some primers will be able to anneal to the
target DNA within a few hundred bases of each other and on opposite strands. Sequences
between these positions then will be amplified. The extent to which sequences amplify
depends on the efficiency of priming and the efficiency of extension. During early cycles,
those sequences that prime most efficiently will predominate. During later cycles, those
that amplify most efficiently will predominate.

Between three and 20 DNA products typically are produced in AP-PCR, which
allows differentiation between closely related strains of some species (Welsh et al. 1990).
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AP-PCR also has been used to amplify RNA in order to detect and clone mRNAs that are
differentially expressed in different cells (McClelland et al. 1995). Clones of the aphid
Ceratovacuna nekoashi from a single gall were shown by AP-PCR to be genetically identi-
cal, whereas aphids from different galls on the same twig were successfully differentiated,
indicating that members of a gall constitute a clonal population, a gall is founded by a single
female, and intergall migration is absent or rare (Fukatsu and Ishikawa 1994).

A modification of AP-PCR was developed and called DALP, or Direct Amplification of
Length Polymorphisms (Desmarais et al. 1998). DALP uses the M13 sequencing forward
primer as a core sequence for the forward primer and the M13 reverse primer. These
primers produce specific multibanded patterns that show interindividual length variations.
Each band then can be sequenced with the universal sequencing primers.

8.4.4. Asymmetric PCR

Single-stranded DNA can be produced by asymmetric PCR. By providing an excess of
primer for one of the two strands, typically in ratios of 50:1 to 100:1, amplification results in
product that is primarily single-stranded. Early in the reaction, both strands are produced, but
as the low-concentration primer is depleted, the strand primed by the abundant primer accu-
mulates arithmetically. Such ss DNA is particularly useful for sequencing (see Chapter 7).

8.4.5. Degenerate Primers

If only a limited portion of a protein sequence is known for a target gene, degenerate
primers may allow detection of new or uncharacterized sequences in a related family of
genes, or may amplify members of a gene family. Degenerate primers are a mixture of
oligonucleotides varying in base sequence, but with the same number of bases.

Designing degenerate primers for the PCR requires several considerations. You will
recall that the genetic code is degenerate (with more than one codon for most amino acids).
Methionine and tryptophan are encoded by a single codon, but the other amino acids are
encoded by two to six different codons. When designing degenerate primers, it is useful
to chose a segment of the protein in which the amino acids have minimal degeneracy. The
lower the degeneracy in the primers, the higher the specificity of the PCR. The degeneracy
of the primer may be restricted further by considering which codons are most often used in
a particular species (codon bias), if it is known. Furthermore, degeneracy may be reduced
if primers containing fewer (15 to 20) nucleotides are used. Because a single mismatch,
especially at the 3′ end of the primer, may prevent Taq from extending, degeneracy at the
3′ end should be avoided. Empirical testing of primers may be necessary and modifications
made to ensure that the desired product is synthesized.

8.4.6. Hot-Start PCR

A hot-start PCR protocol can optimize the yield of the desired product while limiting the
likelihood of nonspecific amplification. Hot-start PCR is achieved by leaving an essential
component out of the reaction mixture until the mixture has been heated to a temperature
that inhibits nonspecific priming and extension. Typically, all PCR components are added
and held at high temperature before the DNA polymerase is added.

A modification of this method involves using wax to provide a physical barrier between
the components of the reaction. The primers, Mg2+, dNTPs and buffer can be mixed
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at room temperature in the bottom of the reaction tube and then covered with melted wax
that melts at low temperature (53 to 55◦C). The remaining components are then added on
top of the wax barrier. During the first cycle of the PCR the wax barrier melts during the
denaturation step, allowing the components to combine. The melted wax floats to the top of
the mixture where it acts as a barrier to evaporation. Hot-start Taq DNA polymerase is now
available in which the enzyme is activated only after the reaction reaches 94◦C or higher,
allowing all components to be mixed at room temperature.

Hot-start PCR especially is useful when nonspecific amplification is a problem because
there is too little template DNA, the template DNA is complex, or several pairs of primers
are used (multiplex PCR) (Sambrook and Russell 2001).

8.4.7. Inverse PCR

An unknown sequence that flanks a “core” region with a known sequence can be amplified
by inverse PCR (Ochman et al. 1990, Sambrook and Russell 2001). Inverse PCR involves
digesting the template DNA with a restriction endonuclease that cuts outside the region of
known sequence to produce a fragment about 3 to 4 kb in length. Southern blot analyses
may be necessary to identify restriction enzymes that produce fragments of suitable size for
circularization and amplification. If an enzyme is used that cleaves within the core region,
either the upstream or downstream segment of DNA will be amplified.

Once the DNA has been digested, the ends of the fragment are ligated to form a circular
molecule. Ligation is performed with T4 DNA ligase in a dilute DNA concentration to favor
formation of monomeric circles. Amplifying the flanking DNA outside the core region is
carried out using primers oriented in the direction opposite to the usual one (Silver 1991).
Primers for inverse PCR thus are homologous to the ends of the core region so that DNA
synthesis proceeds across the uncharacterized region of the circle rather than across the
characterized core region (Figure 8.3).

8.4.8. Long PCR or High-Fidelity PCR

In theory, standard PCR using Taq DNA polymerase can amplify up to ∼10 kb of DNA seq-
uence. In practice, amplification of such long sequences is difficult, and most amplifications
are limited to 1 to 2 kb. However, large (up to 40 kb) DNA fragments to be amplified with
high fidelity and yield if two DNApolymerases are used (Barnes 1994, Cheng et al. 1994a,b).

The effectiveness of Long PCR is due to the combined action of two DNA polymerases.
A polymerase such as Pfu has a 3′ exonuclease activity (which Taq does not have), which
means that Pfu can remove any accidental mismatches introduced into the growing DNA
molecule. The theory is that one of the deterrents to truly long PCR products may be due
to the incorporation by Taq of mismatched or damaged nucleotides every few kilobases,
thus eliminating those DNA molecules from further amplification. The incorporation of
errors occurs because Taq lacks a proofreading function. Adding a small amount of a proof-
reading polymerase to an excess of Taq provides Taq with a proofreading “helper.” Primer
mismatches are corrected, and Taq is able to extend primers for longer distances. Several
combinations of DNApolymerases have been used in Long PCR; Cheng et al. (1994a) found
that rTth (from Thermus thermophilus) and Vent (from Thermococcus litoralis) polymerases
were the most reliable combination under their test conditions.

Several other modifications in the Long PCR protocol enhance the likelihood of obtaining
longer products. Long PCR typically uses long primers (at least 30 nt), works best at a higher
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Figure 8.3. Inverse PCR allows amplification of DNA flanking the “core” DNA, for which sequence infor-
mation is available. Step 1 involves digesting the template DNA with an appropriate restriction
enzyme to produce fragments approximately 2–4 kb long, with the core DNA in the middle.
Step 2 involves circularizing the DNA by ligation. Primers, dNTPs, and DNA polymerase are
added and the PCR is carried out. Primers are oriented so that synthesis of DNA occurs away
from the core DNA into the flanking regions. The PCR product consists of the two flanking
regions.

pH (8.8 to 9), and uses a high rate of change in temperatures (rapid cycling) and a longer
synthesis interval.

Why not simply use a single DNA polymerase with 3′-exonuclease activity to edit out the
mismatches in extension? Barnes (1994) suggested that the enzymes with 3′ exonuclease
activity can degrade PCR primers, especially during the long synthesis times. Thus, only
small amounts of polymerase with 3′-exonuclease activity should be used. In addition, it is
especially important that the template strands be completely denatured at high temperatures
to prevent renaturation before primers can anneal and be extended (Cheng 1995).

Primer design for Long PCR, as usual, should avoid the potential for secondary structure
and dimer formation (Cheng et al. 1994a). Primers 21 to 34 nt long that have melting
temperatures near 65 to 70◦C permit the use of higher annealing temperatures to enhance
reaction specificity. Thermal cycling profiles in Long PCR typically use a hot start at 78 to
80◦C, initial denaturation at 94◦C for 1 min, 25 to 40 cycles of denaturation at 94◦C for
15 sec, and annealing and extension steps at 60 to 68◦C for 30 to 60 kb of target DNA.
Typically, extension times are increased for each subsequent cycle to facilitate production
of long product molecules.



8.4. Some Modifications of the PCR 229

Other factors that influence the success of the Long PCR include the integrity of the target
DNA, which means that DNA extraction methods must be carefully considered. Longer
targets can be amplified best from DNA with little shearing damage (Cheng and Kolmodin
1998). Several DNA extraction methods produce large DNA fragments from insects (Ebert
1996), although shearing of DNA may be difficult to avoid when extracting DNA from
adult insects because their exoskeleton can damage the DNA during grinding. One solution
is to extract DNA from embryos (Rabinow et al. 1993).

The Long PCR protocol has been used for another application—amplifying microbial
DNAwhen mixed with arthropod DNA(Jeyaprakash and Hoy 2000, Hoy et al. 2001). When
insect and microbial DNA are mixed, efficient amplification of the microbial DNA appears
to be inhibited, for unknown reasons. For example, the ability to detect the endosymbiont
Wolbachia within the bodies of various arthropods was greatly enhanced when the Long
PCR, rather than a standard PCR, protocol was used; Wolbachia were found in 76% of the
63 arthropods examined in 13 orders. The Long PCR thus can be used to increase sensitivity
or fidelity of the PCR even when shorter DNA targets are amplified.

The Long PCR protocol is approximately five to seven orders of magnitude more sensitive
in amplifying Wolbachia DNA than the standard PCR (Jeyaprakash and Hoy 2000). When
standard and Long PCR protocols were compared using known amounts of Wolbachia
template DNA mixed with known amounts of insect DNA, the Long PCR could amplify
as few as 100 copies of Wolbachia DNA consistently. By contrast, standard PCR was only
able to detect Wolbachia DNA reliably when at least 100 million copies of plasmid DNA
were present (Figure 8.4).

Long PCR should have many applications whenever long DNA fragments are useful; for
example, Long PCR has been used to develop rapid restriction maps of DNA fragments
8 to 18 kb in length (Her and Weinshilboum 1995). Long PCR can be used to clone large
genes or be a labor-saving alternative for studying larger genome segments such as entire
mitochondria that are 16 to 20 kb in length (Nelson et al. 1996).

8.4.9. Multiplex PCR

More than one pair of primers can be used to amplify multiple PCR products (Sambrook
and Russell 2001). In multiplex PCR (Figure 8.5), the goal is to amplify several segments
of target DNA simultaneously, which should reduce time, minimize costs, and increase
efficiency. In reality, however, the yield of each product usually is reduced in proportion
to the number of primer pairs included in the reaction. Up to eight primer pairs have been
used simultaneously before the yield of each product is too low to be visualized by staining
with ethidium bromide on an agarose gel.

Despite the potential benefits, multiplex PCR is difficult to develop because all the primers
must have approximately the same melting temperature, the primers should not interact with
one another, and the amplified products should be of approximately the same size, but still
be distinguished from each other by gel electrophoresis.

Steps to develop multiplex PCR include the following: 1) Determine that all target DNA
can be amplified efficiently using the same PCR temperature profile. 2) Titrate the amount
of each primer pair to achieve maximum amplification in separate reactions using the same
program and reaction conditions. 3) Balance the amount of each primer pair to achieve
acceptable levels of amplification of all targets in the multiplex reaction. One solution to
problems with step 3 usually involves increasing progressively the concentration of the
nonworking primer pairs while reducing the concentration of the effective primer pairs.



230 8. DNA Amplification by the Polymerase Chain Reaction

1

A.  Standard PCR-

    16S primers

B.  Standard PCR-

    nusG-rp/K primers

C.  Standard PCR-

    nusG-rp/K primers

2 3 4 5 6 7 8 9 10 11

1 2 3 4 5 6 7 8 9 10 11

1 2 3 4 5 6 7 8 9 10 11

1 fg
10 fg

100 fg

10 p
g

100 p
g

1 n
g

10 n
g

N
o

 D
N

A

S
ize

T. rad
iata D

N
A

1 p
g

Figure 8.4. Long (High Fidelity) PCR is more sensitive by approximately six orders of magnitude than
standard, allele-specific PCR when microbial DNAis mixed with insect DNA(Hoy et al. 2001).
The same template DNA (a plasmid containing both the nusG-rplK and 16S sequences) from
the greening bacterium was serially diluted from 10 nanogram (ng) to 1 femtogram (fg) and
added to 10 ng of parasitoid, Tamarixia radiata, DNA. A) 16S primers were used in a standard,
allele-specific PCR protocol. Detectable products are in lanes 4 and 5 only. B) nusG-rplK
primers were used in a standard, allele-specific PCR protocol. Weak products are seen in lanes
4 and 5. C) nusG-rplK primers were used with a Long PCR protocol. Strong products were
produced in lanes 4 through 11. Lane 1, DNA size marker; lane 2, no template-DNA control;
lane 3, 10 ng T. radiata DNA only control; lanes 3–11 contain T. radiata DNA + 10 ng, 1 ng.
100 pg, 10 pg, 1 pg, 100 fg, 10 fg, 1 fg of the plasmid DNA, respectively.
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Figure 8.5. Multiplex PCR allows more than one gene to be sampled in a single reaction. In this example,
three pesticide resistance genes (kdr, E7, and Super-kdr) were monitored in three hornflies,
Haematobia irritans. Fly 1 has only susceptible alleles for kdr, Super-kdr, and E7. Fly 2 has
one copy of the susceptible and one of the resistant alleles of kdr, but has susceptible alleles
only for the E7 and Super-kdr genes. Fly 3 has only kdr alleles (is homozygous resistant) and
susceptible alleles of E7 and is heterozygous for Super-kdr. Amplification of the GABDH gene
provides a control to demonstrate that the PCR is working correctly. (Photo kindly provided
by Felix Guerrero.)

Other recommendations for optimizing multiplex PCR can be found in Sambrook and
Russell (2001).

8.4.10. Nested PCR

Nested PCR involves a two-step procedure in which one pair of primers is used to amplify
a fragment. Subsequently, a second pair of primers is used to amplify a smaller fragment
from an aliquot of the first PCR. Nested PCR is designed to be both sensitive and specific.

Nested PCR of a 16S rRNA gene from the causative agent of granulocytic ehrlichiae
(Ehrlichia chaffeensis), a disease of humans, was found to be so sensitive that as few as
two copies of the 16S gene could be detected when a spiking experiment was conducted
(Massung et al. 1998). Spiking experiments involved using known quantities of a plasmid
containing the 16S rRNA gene added into background human genomic DNA. The use of
serial dilutions to determine how repeatable and reliable a PCR assay is should be done
whenever it is important to resolve how often false negatives are likely to occur in an
experiment.

8.4.11. PCR-RFLP

PCR-RFLP eliminates some of the disadvantages to traditional restriction fragment length
polymorphism (RFLP) analysis for analyzing population variation using DNAisolated from
individual insects (Karl and Avise 1993). If no primers are available from the literature, a
genomic DNA library is constructed and clones are isolated. Clones with inserts of 500 to
2000 bp are chosen, and sequences of the first 100 to 150 nt from both ends are obtained so
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that PCR primers can be derived. Nuclear DNA is amplified by the PCR using these primers
and digested with appropriate restriction enzymes. The cut DNA is visualized after elec-
trophoresis by staining with ethidium bromide. The advantage to PCR-RFLP is that DNA
extracted from a single individual is sufficient, after amplification, to provide electrophoretic
bands that can be visualized without having to be hybridized with radiolabeled probes.

8.4.12. Quantitative PCR

Methods have been developed to quantitate the amount of DNAor RNApresent in a sample,
but these remain difficult and may have high rates of error (Arnheim and Erlich 1992, Siebert
and Larrick 1992, Foley et al. 1993, Sambrook and Russell 2001).

Quantitative PCR requires some form of standard with which the target sequence con-
centration is compared. For example, estimation of the number of amplified esterase genes
in insecticide-resistant mosquitoes used a nonamplified esterase gene as an internal control
(Weill et al. 2000). Quantification of infection of fleas with the plague bacterium Yersinia
pestis was based on standard, curve-based, competitive PCR (Hinnebusch et al. 1998). This
quantitative PCR method was found to be equally accurate and precise as a colony count
reference method when evaluated using mock samples and laboratory-infected fleas.

Quantitative PCR is more difficult than other types of PCR due to the nature of the PCR.
Because PCR is an exponential (or nearly so) process, small differences in efficiency at
each cycle, especially the earliest cycles, can lead to large differences in yield. Anything
that affects exponential amplification can disrupt quantitation. Thus, different amounts of
inhibitors in samples containing the same amount of template DNA could result in different
amounts of product, as could small differences in efficiency between the primer pairs used
to amplify the standard (control) and target sequences.

Quantification of amplified products can be achieved by gel electrophoresis or by fluores-
cently labeled primers quantified with an automated DNA sequencer, fluorometry, analysis
of gel images stained with ethidium bromide or other intercalating dyes, or measure-
ment of radioactivity incorporated during amplification (Sambrook and Russell 2001).
Another method for quantitating PCR products is through real-time PCR or TaqMan PCR,
described below.

8.4.13. Random Primers

A method similar to AP-PCR was developed when Williams et al. (1990) demonstrated that
genomic DNA from diverse organisms could be amplified using a single short (9 or 10 nt
long) primer composed of “random” oligonucleotides (Figure 8.6).

The “random primers” can be designed without the experimenter having any genetic
information for the organism being tested. The only constraints are that the primers should
have 50 to 80% G+C content and no palindromic sequences. Different random primers
used with the same genomic DNA produce different numbers and sizes of PCR products
(Ellsworth et al. 1993, Kernodle et al. 1993, Meunier and Grimont 1993, MacPherson et al.
1993, Williams et al. 1993).

The amplified DNA can be detected as bands in ethidium bromide-stained agarose gels
(Figure 8.6). This modified PCR method was called RAPD-PCR because it produced
Random Amplified Polymorphic DNA bands.

RAPD-PCR has been used to develop genetic maps and to identify molecular markers
in populations or species, as well as determine paternity in dragonflies (Hadrys et al. 1992,
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Figure 8.6. Photograph of a gel showing mode of inheritance of RAPD-PCR DNA fragments from the
parasitic wasp Trioxys pallidus. A single 10-mer primer anneals to different regions of the
genome, and if two primers anneal in the opposite orientation, amplification of several DNA
sequences occurs. The size of the bands is indicated by the size marker lane on the right. Arrow
A indicates that the band in the mother is inherited in about half of her haploid male and female
progeny, which is consistent with the hypothesis that the mother was heterozygous for this
band. Arrow B identifies faint bands that are not inherited in a Mendelian fashion and are not
used in analyses (Edwards and Hoy 1994).

1993, Tingey and del Tufo 1993, Schierwater 1995). RAPD-PCR makes it possible to
identify hundreds of new markers in a short time, which allows genetic maps to be developed
rapidly. RAPD-PCR is particularly valuable for genome mapping in those species for which
other genetic markers are lacking or rare (Laurent et al. 1998).

Genomic DNA sequences differing by only a single base may not be amplified in the
RAPD protocol, or may result in a complete change in the number and size of the ampli-
fied DNA segments. Thus, RAPD-PCR may detect small differences in the genomes of
individual insects or mites, different populations, or species. RAPD fingerprinting can be
carried out on very small insects, such as single aphid embryos, while preserving the mother
for morphometric or karyotyping analyses (Chan et al. 1999) and is especially useful for
discriminating between tiny parasitoid species or biotypes (Edwards and Hoy 1993, 1994,
Vanlerberghe-Masutti 1994). Differences in RAPD-PCR patterns are correlated with the
evolution of different taxa, allowing limited estimates of evolutionary divergence (Espinasa
and Borowsky 1998).

RAPD-PCR products can be cloned (Comes et al. 1997) and sequenced so that “allele-
specific” primers can be developed for future PCR analyses. Sequence-Characterized
Amplified Region (SCAR) primers will produce allele-specific PCR products. Agusti et al.
(2000) used a SCAR primer pair to amplify single bands of 310 bp to detect the whitefly
Trialeurodes vaporariorum in the gut of the predator Dicyphus tamaninii.

Two or more primers have been employed simultaneously to generate reproducible RAPD
fragments that are different from those obtained with each single primer (Micheli et al. 1993,
Sall et al. 2000).

RAPD-PCR has been criticized for its lack of reproducibility (Ayliffe et al. 1994, Lamboy
1994, Micheli et al. 1994, Hallden et al. 1996, Jones et al. 1997, Khandka et al. 1997,
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McEwan et al. 1998, Perez et al. 1998). Different RAPD banding patterns can be obtained
if different DNAextraction methods are used, probably due to the presence of different kinds
or amounts of contaminants or different amounts of template DNA (Micheli et al. 1994).
Different DNA polymerases also may amplify different RAPD products (Schierwater and
Ender 1993).

RAPD-PCR is sensitive to both DNA template concentration and quality, so bands
may vary in intensity or even disappear if template concentration is not controlled or
DNA is sheared (Khandka et al. 1997). Reproducibility also can be poor if different
PCR machines or pipettors are used, resulting in different temperature cycling condi-
tions or different concentrations of the PCR mixture (He et al. 1994a,b, Schweder et al.
1995). Occasionally, heteroduplex molecules formed between allelic sequences can cause
artifactual RAPD bands (Ayliffe et al. 1994). Thus, it is critical that researchers use
primers only if they produce bright, consistent banding patterns in the particular ther-
mocycler used. Likewise, researchers should obtain a reference profile for their own
work rather than comparing their results to the those generated by another (He et al.
1994a).

Another criticism of RAPD-PCR is that all bands are inherited as dominant alleles. This
means that heterozygotes cannot be identified unless progeny testing is conducted, although
this is not an issue when RAPD-PCR is conducted on haploid males of arrhenotokous species
(Edwards and Hoy 1993). Another problem is that comigration of similar sized bands with
different sequences can occur, but may not be detected, unless the bands are cloned and
sequenced.

Use of RAPD markers to calculate genetic similarity coefficients can result in false
positives and false negatives if RAPD artifacts are present (Lamboy 1994). As a result, Nei
and Li’s coefficient is recommended for computing genetic similarities with RAPD data,
particularly if PCR artifacts are present.

Some of the negative aspects of RAPD-PCR can be eliminated by a method called
Sequencing With Arbitrary Primer Pairs (SWAPP) (Burt et al. 1994). In SWAPP, amplified
random bands are purified from the gel, reamplified with the same two primers used in the
initial amplification, and repurified. One of the primers then is added back and annealed to
the product and sequenced. SWAPP allows polymorphisms in populations to be character-
ized at the nucleotide level, eliminates non-Mendelian inheritance, and allows bands to be
produced reliably. The technique requires only small amounts of low-quality DNA and no
prior genetic information on the organism.

8.4.14. Real-Time PCR

Real-time PCR can quantify gene expression and confirm differential expression of
genes. Real-time PCR uses commercially available fluorescence-detecting thermocyclers
to amplify specific nucleic acid sequences and measure their concentration simultaneously
(Sambrook and Russell 2001). Target sequences are amplified and quantified in the same
PCR machine.

Internal standards are not required in order to quantify the amount of DNAor RNApresent
in real-time PCR. The ability to quantify the amplified DNA during the exponential phase
of the PCR, when the reaction components are not limited, results in improved precision in
quantification of target sequences. Real-time PCR can measure the initial concentration of
target DNA over a range of five or six orders of magnitude. At present, the limit of detection
when fluorescent dyes are used is approximately 10 to 100 copies of template DNA in the
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starting reaction (Sambrook and Russell 2001). The TaqMan method of real-time PCR is
described below.

Significant advantages of real-time PCR include its ability to measure DNA concen-
trations over a large range, its high sensitivity, its ability to process many samples
simultaneously, and its ability to provide immediate information. A disadvantage of
real-time PCR is that it is expensive. At present, the machines are expensive, and the
maintenance and operational costs are high. Currently, real-time PCR is used primarily
in large commercial laboratories that process a very large number of samples of a similar
type.

8.4.15. Reverse Transcription PCR

Messenger RNA can be reverse transcribed, and the resultant cDNA then can be amplified
using Taq DNA polymerase. Reverse transcriptase-PCR (RT-PCR) allows detection of gene
expression in small numbers of specific cells or tissues. Reactions have been carried out
with RNA isolated from as few as 10 to 1000 cells.

The process involves: 1) isolation of mRNA, 2) reverse transcription of mRNA into
cDNA, and 3) amplification of cDNA by DNA polymerase. Primers for the amplification
should be 18 to 22 nt long and should occur in separate exons to inhibit amplification of
any contaminating genomic DNA in the RNA preparation. Multiple reverse transcriptases
can be used in RT-PCR to increase sensitivity and product yield (Nevett and Louwrier
2000).

RT-PCR has been used to monitor for the presence of rabbit hemorrhagic disease virus
in fly species in Australia (Asgari et al. 1998). This calcivirus causes a lethal disease in
European rabbits, but little was known about how it spreads in the field. RT-PCR provided
a sensitive and reliable method for detecting the virus in flies and flyspots (feces), which
allows it to be used to study the epizootiology and vector biology of the virus.

8.4.16. TaqMan PCR

TaqMan PCR is a type of real-time PCR. TaqMan PCR uses a nucleic acid probe com-
plementary to an internal segment of the target DNA. The probe is labeled with two
fluorescent moieties. The emission spectrum of one overlaps the excitation spectrum of
the other, resulting in “quenching” of the first fluorophore by the second. The probe is
present during the PCR and if product is made, the probe is degraded via the 5′-nuclease
activity of Taq polymerase that is specific for DNA hybridized to template (= TaqMan
activity). The degradation of the probe allows the two fluorophores to separate, which
reduces quenching and increases intensity of the emitted light. Because this assay involves
fluorescence measurements that can be performed without opening the PCR tube, the
risk of contamination is greatly reduced. Furthermore, no electrophoresis is required,
so labor and materials costs are reduced (Kalinina et al. 1997, Sambrook and Russell
2001).

8.5. Some Research Applications

The PCR can be applied to a diverse array of both basic and applied problems (Table 8.6).
Protocols for the different methods are available in books (Erlich 1989, Erlich et al. 1989,
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Table 8.6. Some Entomological Problems and Potential PCR Protocols

Problem PCR technique(s)

Amplify ancient DNA Standard allele-specific PCR
Amplify mRNA RNA PCR
Chromosome walking Inverse PCR; long PCR
Cloning a gene Blunt end cloning; sticky-ended cloning; anchored PCR; PCR with

degenerate primers; long PCR
Constructing a genetic map AP-PCR; RAPD; inverse PCR
Constructing a phylogeny Standard PCR with primers having polylinkers for

cloning/sequencing; asymmetric PCR and sequencing; PCR-RFLP;
multiplex PCR

Detecting gene expression RNA PCR; TaqMan PCR
Detecting mutations Standard PCR; RAPD; AP-PCR; PCR-RFLP
Detecting pathogens in arthropod

vectors
Standard PCR; long PCR

Detecting transgenic arthropods Standard PCR
Engineering DNA

Introduce restriction sites into
DNA fragments

Label DNA with 32P or
biotin for sequencing

Assemble overlapping DNA segments
to make synthetic DNA

Introduce substitutions, deletions,
or insertions in product DNA

Attach sequences to 5′ end of primers and conduct standard PCR
probes, or isolating DNA strands on a column

Alter primer sequence when synthesizing, then standard PCR

Evolutionary analyses Standard PCR; RAPD; AP-PCR; DNA sequencing; PCR-RFLP
Identify species Standard PCR; RAPD; AP-PCR; PCR-RFLP
Identify strains, races, or biotypes Standard PCR; RAPD; AP-PCR; PCR-RFLP
Identifying upstream/downstream

sequences
Inverse PCR; SSP-PCR

Monitoring dispersal of individuals Standard PCR; RAPD; AP-PCR
Sequencing a gene Asymmetric PCR to produce ss DNA; dideoxynucleotide

chain-termination sequencing method with Taq polymerase; cycle
sequencing; direct sequencing

Innis et al. 1990, Ausubel et al. 1991, McPherson et al. 1991, Sambrook and Russell 2001)
or individual journal papers.

The following examples provide evidence of the versatility of the PCR, but are only
an abbreviated introduction to the diversity of applications to which this tool can be
applied. Modifications of the PCR continue to be made to resolve diagnostic, ecological,
evolutionary, genetic, and developmental biology questions.

8.5.1. Amplifying Ancient DNA

The film Jurassic Park implied it was possible to amplify dinosaur DNA from insects
preserved in amber; this captured the imagination of the public and created a climate in
which the PCR was perceived to be an unusually powerful key to analyzing the past.
Subsequently, the PCR was used to amplify DNA fragments from a number of insects
preserved in ancient amber. Unfortunately, these results have been controversial (Box 8.1),
as have been the results of amplifying dinosaur DNA (Austin et al. 1997a,b, Rollo 1998,
Hofreiter et al. 2001).
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Box 8.1. Amplifying ancient DNA from insects
in amber: Controversial results?

Why the controversy? Is amber a special form of preservative that allows DNA
to persist for unusually long periods of time (millions of years)? Amber entombs
insect specimens completely, after which they completely dehydrate so the tissue is
effectively mummified. The terpenoids, major constituents of amber, could inhibit
microbial decay (Austin et al. 1997a). Certainly, preservation of amber-embedded
insects seems to be exceptional and insect tissues in amber appear comparable
in quality to the tissues of the frozen wooly mammoth (which is “only” 50,000
years old). But is the DNA in these tissues preserved and can it be amplified by
the PCR?

Claims have been made that DNA has been extracted from a variety of insects
in amber, including a fossil termite, Mastotermes electrodominicus, estimated to
be 25 to 30 million years old (DeSalle et al. 1992); a 120- to 130-million year
old conifer-feeding weevil (Coleoptera: Nemonychidae) (Cano et al. 1993a); and a
25- to 40-million year old bee (Cano et al. 1993b). These are extraordinary ages
for DNA!

The DNA sequences obtained from all amber-preserved insects meet several, but
not all, criteria of authenticity; the fossil DNA sequences “make phylogenetic sense”
and DNA has been isolated from more than one specimen in several cases (although
the weevil DNA was derived from a single specimen) (Austin et al. 1997a).

Yet extraction and amplification of fossil DNA sequences from amber-preserved
insects has yet to be reproduced in independent laboratories, despite multiple attempts
to do so. This has cast doubt on the authenticity of the reports (Austin et al. 1997a,b,
Sykes 1997, Walden and Robertson 1997, Gutierrez and Marin 1998, Hofreiter et al.
2001).

One of the most controversial claims involved the isolation of a “living” bacterium
from the abdomen of an amber-entombed bee. Bacterial DNAfrom a 25-million-year-
old bee was obtained and sequenced and a bacterial spore was reported to be revived,
cultured, and identified (Cano and Borucki 1995). The classification of the bacterium
is controversial (Beckenbach 1995, Priest 1995) because the bacterium could have
come from a currently undescribed species of the Bacillus sphaericus complex. The
modern B. sphaericus complex is incompletely known, so the “ancient” sequence
obtained could be that of a modern, but previously unidentified, bacterium because
these bacteria often are isolated from the soil (Yousten and Rippere 1997).

Other claims of amplifying ancient DNA have been disproved. For example, the
mitochondrial cytochrome b sequence of an 80-million-year-old dinosaur from the
Upper Cretaceous in Utah was later discovered to be, most probably, of human
origin (Hedges and Schweitzer 1995). Likewise, a 20-million-year-old magnolia leaf
produced sequences that were similar to those of modern magnolias. The authenticity
of the magnolia sequences was cast into doubt because they were exposed to water
and oxygen during preservation and DNA is especially vulnerable to degradation
under such conditions.

The jury is out on the authenticity of ancient DNA in insects embedded in amber.
Fortunately, the scientific criteria for resolving the controversy are now more clear.
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The most common ancient DNA analyzed is usually mitochondrial DNA because it is so
abundant. However, this abundance makes it easy to contaminate the ancient sample with
modern mtDNA. The amplification of ancient DNA remains highly controversial because
technical difficulties are enormous (Rollo 1998, Cooper and Poinar 2000).

DNA decays spontaneously, mainly through hydrolysis and oxidation. Hydrolysis causes
deamination of the nucleotide bases and cleavage of base-sugar bonds, creating baseless
sites. Deamination of cytosine to uracil and depurination (loss of purines adenine and
guanine) are two types of hydrolytic damage. Baseless sites weaken the DNA, causing
breaks that fragment the DNA into smaller and smaller pieces. Oxidation leads to chemical
modification of bases and destruction of the ring structure of base and sugar residues (Austin
et al. 1997a). As a result, it is almost always impossible to obtain long amplification products
from ancient DNA(Handt et al. 1994). It is possible to use overlapping primer pairs if longer
sequences are needed, but there usually is an inverse relationship between efficiency and
length of the PCR products. When such an inverse relationship is not seen, the amplification
product often turns out to be due to contamination (Handt et al. 1994, Hofreiter et al.
2001).

PCR products from ancient DNA often are “scrambled.” This is due to the phenomenon
called “jumping PCR,” which occurs when the DNApolymerase reaches a template position
which carries either a lesion or a strand break that stops the polymerase (Handt et al. 1994).
The partially extended primer can anneal to another template fragment in the next cycle
and be extended up to another damaged site. Thus, in vitro recombination ( jumping) can
take place until the whole stretch encompassed by the two primers is synthesized and the
amplification enters the exponential part of the PCR (Handt et al. 1994). This phenomenon
makes it essential that cloning and sequencing of multiple clones be carried out to eliminate
this form of error.

Most archeological and paleontological specimens contain DNAfrom exogenous sources
such as bacteria and fungi, as well as contaminating DNA from contemporary humans
(Poinar and Stankiewicz 1999). Aspects of burial conditions seem to be important in DNA
preservation, especially low temperature during burial (Poinar and Stankiewicz 1999). The
oldest DNA sequences reported and confirmed in other laboratories come from the remains
of a wooly mammoth found in the Siberian permafrost; these sequences are “only” 50,000
years old—not millions of years old (Poinar and Stankiewicz 1999).

Theoretical calculations and empirical observations suggest DNA should only be able
to survive, in a highly fragmented and chemically modified form, for 50,000 to 100,000
years (Austin et al. 1997a, Rollo 1998, Hofreiter et al. 2001). Because only tiny amounts of
DNA usually can be extracted from an archeological specimen, stringent precautions and
multiple controls are required to avoid accidental contamination with modern DNA.

A methodology to deal with ancient specimens has been proposed that includes care-
ful selection of well-preserved specimens, choice of tissue samples that are likely to have
the best DNA preservation, and surface sterilization to eliminate surface contamination.
The operations should be carried out in a laboratory dedicated to work on ancient speci-
mens, and work on ancient DNA should be separated from that on modern DNA (Austin
et al. 1997a, Cooper and Poinar 2000, Hofreiter et al. 2001). Most importantly, multiple
negative controls should be performed during DNA extraction and PCR setup, although
a lack of positives in the negative controls is not definitive proof of authentic ancient
DNA.

Another crucial step is the authentication of the results. Putatively ancient DNAsequences
should be obtained from different extractions of the same sample and from different tissue
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samples from different specimens (Austin et al. 1997a, Cooper and Poinar 2000). The
ultimate test of authenticity should be independent replication in two separate laborato-
ries (Rollo 1998). So far, this type of replication has not been achieved for DNA from
amber-preserved arthropod specimens (Austin et al. 1997b, Walden and Robertson 1997,
Gutierrez and Marin 1998).

8.5.2. Amplifying Old DNA

Amplification of old DNA from museum specimens is less difficult and less controversial
(Paabo 1990, 1991, Jackson et al. 1991, Cano et al. 1993a,b, Townson et al. 1999). DNA
from pathogens contained within museum specimens of arthropods can be amplified by the
PCR. For example, Lyme disease spirochete (Borrelia burgdorferi) DNA extracted from
the midgut of ticks (Ixodes dammini) stored for 50 years in 70% EtOH could be amplified
by the PCR (Persing et al. 1990). Individual tick specimens were removed from the EtOH
with flame-sterilized forceps and air-dried on filter paper disks for 5 min. Then, 200 µl of
0.5-mm glass beads were incubated in 1 ml of 1% bovine serum albumin in distilled water
at 37◦C for 30 min and then washed twice in 1 ml of distilled water. Ticks were placed
whole into 0.5-ml microcentrifuge tubes containing a slurry (20 µl) of the treated glass
beads. Specimens were crushed into the beads with a disposable plastic dowel for 30 to
45 sec to liberate the midgut contents, and 25 µl of PCR buffer was added. Samples were
boiled for 5 min, then cooled on ice; 5-µl portions of the supernatant fluid were used for
the PCR.

A simpler protocol was used by Azad et al. (1990) to determine whether individual ticks
or fleas were infected with rickettsia. Individual ticks or fleas were placed in 100 µl of
brain heart infusion broth and boiled for 10 min. The PCR was carried out with 10 µl
of the suspension. Because the PCR can be applied to frozen or formalin-fixed tissues,
dried museum specimens, and alcohol-preserved specimens, PCR can reduce the potential
dangers involved in maintaining and transporting live infectious disease vectors from the
field. In addition, detection of pathogens by the PCR is significantly more sensitive than by
ELISA (Azad et al. 1990).

Dried, pinned specimens of the Anopheles gambiae mosquito complex, ranging in age
from 15 to 93 years, were tested to determine if ribosomal DNA could be amplified by
the PCR (Townson et al. 1999). Most of the specimens yielded amplifiable DNA from
entire abdomens, but extractions from single hind legs from these old, dried specimens
were unsuccessful. By contrast, single legs from a fresh specimen produced sufficient
DNA to yield a PCR product. Note, however, that ribosomal genes are present in high
copy numbers.

The PCR has been used to amplify DNA from tissues preserved in formalin followed by
paraffin embedding. Specimens up to 40 years old have yielded DNA up to 800 bp in length
(Wright and Manos 1990). The integrity of the DNA and the duration of fixation affect the
length of the product that can be amplified.

8.5.3. Amplifying RNA

The PCR can be used to amplify messenger RNA sequences from complementary DNA
(Kawasaki 1990). This allows analysis of gene expression during development, quantitation
of mRNAfrom specific tissues, rearrangements of DNAduring cell differentiation, and RNA
processing.
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8.5.4. Analysis of mRNA Polyadenylation

Measurement of poly(A) tail length is important when studying mRNA stability. A simple
PCR-based method has been developed (Eguchi and Eguchi 2000).

8.5.5. Cloning a Gene

The PCR can generate microgram quantities of a specific DNA fragment, and these can
be cloned (Scharf 1990), although many products of the PCR are “recalcitrant to cloning”
(Sambrook and Russell 2001). One reason is that several of the DNA polymerases used
in the PCR have the ability to add a single, unpaired nucleotide at the 3′ end of the PCR
product (terminal transferase activity). The nucleotide added depends both on the adjacent
base and on the particular polymerase used; for example, when the 3′ terminal base of the
template DNA is cytosine, Taq will add an adenine (A) to the end of the completed PCR
product (Sambrook and Russell 2001).

One solution to this problem is to use the 3′ to 5′ exonuclease activity of bacteriophage
T4 DNA polymerase or Pfu DNA polymerase to “polish” the ends of the PCR products
that contain the added bases; the polished DNA fragments can then be phosphorylated by
T4 kinase and cloned into a blunt-ended dephosphorylated vector (Costa and Weiner 1994,
Costa et al. 1994). Unfortunately, blunt-ended cloning is notoriously inefficient (10- to 100-
fold less efficient than cloning with DNA fragments with cohesive termini). Furthermore,
blunt-ended cloning allows no opportunity to direct the orientation of the fragment within
the vector.

Asecond reason for potential difficulties in cloning a PCR product is that Taq (and perhaps
other polymerases) can survive extraction with various methods used to purify the PCR prod-
ucts (Bennett and Molenaar 1994, Sambrook and Russell 2001). The residual polymerase
and dNTPs may make it difficult to tailor the ends of the amplified DNA for cloning.

Currently, the most popular and efficient method for cloning PCR products involves a
method that relies on ligation of cohesive ends of the PCR product with a vector (Sambrook
and Russell 2001). Taq DNA polymerase typically adds an A at the 3′ end of the product.
If a plasmid vector is used with a protruding 3′ T residue at each of its ends, cloning is more
efficient because the T and A can base pair. It is perhaps surprising that pairing of single
bases is sufficient to increase efficiency of cloning, but it is estimated to be approximately
50-fold more efficient than blunt-ended cloning.

Restriction sites frequently are inserted at the 5′ end of each primer so that the amplified
DNAcan be cloned directly into a vector after digestion of the amplified DNA(Kaufman and
Evans 1990). Because the restriction sites can be the same or different in the two primers,
the researcher can tailor the ends of the PCR product to the specific vectors required for
the project (Sambrook and Russell 2001). Various commercial kits allow direct cloning of
PCR products.

The isolation of a gene requires some prior knowledge of the gene sequence (Clackson
et al. 1991). If a probe (primer) is available from another species, genomic DNA can
be screened by the PCR using standard or degenerate primers (McPherson et al. 1991,
Clackson et al. 1991). The success of this approach was illustrated by the cloning of a
sodium channel gene from Drosophila and the house fly, Musca domestica, using degenerate
primers (Knipple et al. 1991). Several vertebrate sodium channel genes had been cloned,
and comparisons of the inferred amino acid sequences of the alpha subunits of sodium
channels from rat brain and rat skeletal muscle to that of the electric eel revealed a 70%



8.5. Some Research Applications 241

homology when conservative substitutions were taken into account. Two sodium channel
genes ( para and DSC1) cloned from Drosophila were homologous to the vertebrate sodium
channel genes. Using this information, it was possible to generate DNA primers to isolate
a segment of the gene homologous to para from the house fly.

The PCR was performed on genomic house-fly DNA using degenerate primers. The
5′-end primer consisted of a 256-fold degenerate sequence 20 nt long. The 3′-end primer
consisted of a 64-fold degenerate sequence 21 nt long. Both had additional sequences
appended to their 5′ ends to provide a HindIII and XbaI restriction enzyme recognition
sequence, respectively, to facilitate cloning the amplification products. The PCR product
was 104 bp long, consisting of 87 bp of coding sequence plus the flanking sequences
attached to the 5′ ends of the primers. To confirm that the PCR-generated DNA was derived
from the house fly, amplified DNA was labeled with 32P and used as a probe of genomic
Southern blots containing digests of house fly, Drosophila, and mouse DNA. Because the
only specific hybridization signal after high-stringency washing was to the house-fly DNA,
the amplified DNA was not an artifact or contaminant. The PCR products were cloned and
sequenced, and the sequence isolated from the house fly differed from that of Drosophila
at only 16 nucleotides (81.6% similarity). The substitutions, primarily in the third codon,
had no effect on the amino acid sequence.

Doyle and Knipple (1991) subsequently used the same degenerate (mixed sequence)
primers to amplify DNAfrom seven insects and an arachnid, including the tobacco budworm
Heliothis virescens, the mosquito Aedes aegypti, the diamondback moth Plutella xylostella,
the gypsy moth Lymantria dispar, the cabbage looper Trichoplusia ni, the Colorado potato
beetle Leptinotarsa decemlineata, the American cockroach Periplaneta americana, and the
two-spotted spider mite Tetranychus urticae. Following amplification, the PCR products
were sequenced, and only 5 of 60 clones were not derived from para homologs. This
study, and others, suggest that degenerate primers derived from conserved segments of
characterized D. melanogaster genes can be used to clone genes from a diverse array of
arthropods. Interestingly, intraspecific polymorphisms were found in the sequence from
three moth species, which could reflect the presence of duplicated genes or allelic variants
in the populations. Doyle and Knipple (1991) suggested that the para gene could be used
to analyze insect populations for pesticide resistance.

Similarly, primers for the conservedActin gene(s) in insects were used to clone these genes
from the predatory mite Metaseiulus occidentalis, despite the long evolutionary separation
of insects and mites (Hoy et al. 2000). The rich source of sequence information in GenBank
for the complete Drosophila genome makes this approach increasingly feasible.

8.5.6. Detecting Gene Amplification

Sometimes it is important to determine whether a gene has been amplified (increased in
copy number), leading to increased levels of gene product. Some insects are resistant to
pesticides because of amplification of esterase genes. A method called comparative PCR
can be used to detect gene amplification (Brass et al. 1998).

8.5.7. Detecting Methylation of DNA

Genomic imprinting is often due to DNA methylation at several sites in the genome.
A methylation-specific PCR assay can be used to detect methylation of specific genes more
quickly than the use of Southern blot assays (Kubota et al. 1997).

dazzl
Highlight
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8.5.8. Detecting Pathogens in Vector Arthropods

Arthropod vectors such as ticks, fleas, and mosquitoes are involved in maintaining and
transmitting (vectoring) pathogens to humans and other vertebrates. Aphids and leafhoppers
transmit (vector) viruses and mycoplasma to plants.

The detection of pathogenic microorganisms within vector arthropods is important in
conducting epidemiological studies and developing control strategies. Anumber of antigen-
detection techniques have been developed, including direct or indirect immunofluorescence
tests and enzyme-linked immunosorbent assays (ELISA) using polyclonal or monoclonal
antibodies. Other techniques involve recovery of the microorganisms from vectors by cul-
ture in embryonated eggs or tissue culture cells or by experimental infections in laboratory
animals. The recovery of pathogenic microorganisms by these methods requires either live
or properly frozen specimens. These techniques are expensive and time consuming, and
they may involve dissection and preparation of specimens from live arthropods, which can
be hazardous (Barker 1994).

The PCR offers another approach to detecting and identifying pathogenic microorganisms
if sequence information is available to design appropriate primers (Wise and Weaver 1991,
Higgins and Azad 1995). The PCR can be carried out with material from dead specimens, is
more sensitive than most immunological techniques, and is more rapid. For example, using
primers that amplify a 434-bp fragment of a protein antigen from fleas and ticks infected
with Rickettsia rickettsii have been identified (Azad et al. 1990). Malarial DNA has been
detected in both infected blood and individual mosquitoes (Schriefer et al. 1991). As few
as three Leishmania parasites could be detected in infected sand flies using seminested
PCR (Aransay et al. 2000). Trypanosome infections could be detected in wild tsetse flies
in Cameroon (Morlais et al. 1998). The heartwater fever pathogen (Cowdria ruminantium)
could be detected in vector ticks (Amblyomma) with high levels of specificity when 107 to
104 organisms were present. The reliability of the assay dropped when ticks had only 103

to 102 organisms, which highlights the need to conduct quantitative analyses for sensitivity
before employing PCR assays in epidemiological studies (Peter et al. 2000).

West Nile virus was detected in human clinical specimens, field-collected mosquitoes,
and bird samples by a TaqMan reverse transcriptase PCR assay (Lanciotti et al. 2000).
This rapid, specific, and sensitive assay can be used in the diagnostic laboratory for testing
humans and as a tool for conducting surveillance of West Nile virus in mosquitoes and birds
in the field (Anderson et al. 1999). Sequencing of the West Nile virus causing encephalitis
in the northeastern United States indicated the virus was most closely related to a virus
isolated in Israel in 1998 (Lanciotti et al. 1999).

A quantitative PCR protocol was used to assay densities of the plague bacteria Yersinia
pestis in fleas and mice. The assays indicated fleas needed ∼ 106 bacteria to be able to
transmit the bacteria to mice (Engelthaler et al. 2000).

Random primers (hexanucleotides) were used to develop primers for a multiplex reverse
transcriptase PCR to detect five potato viruses and a viroid in aphids, leaves, and potato
tubers (Lie and Singh 2001).

8.5.9. Detecting Pesticide Resistance

The malaria vectors Anopheles gambiae and A. arabiensis were screened for permethrin
resistance (nerve insensitivity, kdr-type) (Brooke et al. 1999). The results indicated that
one of the populations was resistant to permethrin through a different biochemical method,
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indicating that both PCR and bioassay data should be obtained for monitoring resistance
allele frequencies and the operational mode of insecticide resistance.

8.5.10. Developmental Biology

It is possible to detect the presence of specific mRNAs in tissues or cells by reverse
transcription and DNA amplification by the PCR.

8.5.11. Engineering DNA

DNA can be engineered in several ways by the PCR. Sequences can be added to the 5′ end
of primers. Such sequence changes are readily accepted, even though these add-ons do
not base pair with the template DNA. The DNA being synthesized contains the add-on
because the primers are incorporated in the synthesized DNA fragment. For example, it is
possible to add a restriction-site sequence to DNA being amplified by the PCR by attaching
the restriction-site sequence to the primers (Figure 8.7). Such restriction sites facilitate
subsequent manipulations of the final PCR product.

The T7 promoter located at the 5′ end of one primer can be added to PCR products. This
promoter allows RNAcopies to be generated from the DNAsynthesized in the PCR reaction.
Although the add-on sequences in the primers don’t base pair to the template DNA, in most
cases they have little effect on the specificity or efficiency of the amplification. Specificity
is apparently imparted most significantly by the 3′ end of the primer.

One PCR product strand or the other or both can be tagged with a radioactive, biotin,
or fluorescent label (Chehab and Kan 1989, Mertz and Rashtchian 1994). DNA sequences
can also be altered at any position by modifying primers so that substitutions, additions, or
deletions are made in the amplified DNA.

8.5.12. Evaluating Efficacy of Disease Control

In regions of the world where malaria is endemic, the use of bednets impregnated with a
synthetic pyrethroid insecticide has been proposed as a method to control the mosquito vec-
tor (Gokool et al. 1992). The PCR was used to determine whether pesticide-treated bednets
prevent mosquito transmission of malaria. PCR was used to amplify and fingerprint the
human DNA contained within a mosquito blood meal. DNA fingerprints also were obtained
from the blood of individuals sleeping under the bednets and compared to the fingerprints
from the mosquitoes (Gokool et al. 1992). The many hypervariable regions of the human

Figure 8.7. A 5′ add-on of a restriction site sequence (EcoRI) to a primer, which is annealed to a target
DNA sequence. Although the add-on does not specifically match the template DNA, this does
not significantly affect the PCR. The extra bases that are added 5′ to the EcoRI site ensure that
the efficiency of the restriction enzyme cleavage is maintained.



244 8. DNA Amplification by the Polymerase Chain Reaction

genome produce individual-specific patterns of DNA fragments, and the banding patterns
obtained indicated that few mosquitoes had fed on individuals protected by treated bednets.

8.5.13. Evolutionary Analyses

Analysis of evolution involves reconstruction of phylogenies and analysis of population
genetics (see Chapter 13 for further details).

The relative ease and simplicity of the PCR enhances molecular studies of evolution. The
PCR makes it possible to directly sequence amplified gene fragments from individuals and
populations, increasing the resolving power and phylogenetic range of comparative studies.
For most applications of the PCR, it is necessary to know a sequence to synthesize primers.
However, by choosing sequences that are highly conserved among widely divergent species,
it is possible to design “universal primers” to amplify a particular nuclear or organelle gene
fragment from many members of a major taxonomic group. This allows comparisons of
sequences from classes or phyla for taxonomic work as well as enhancing population studies
that involve identifying individuals and biotypes.

Universal primers have been developed for a number of nuclear and mitochondrial genes.
For example, primers that amplify a region of approximately 515 bp of the 18S rDNA
from many fungi, protozoa, algae, plants, and animals are available. The primers are
based on conserved sequences among the 18S rDNA, but they do not amplify bacterial or
mitochondrial rRNA genes.

Mitochondrial gene sequences are useful for many problems in evolutionary and pop-
ulation biology (Kapsa et al. 1997). Primers have been developed that allow a number of
different gene fragments to be amplified from different insect orders (Simon et al. 1994,
Kambhampati and Smith 1995). It even may be possible to amplify complete insect mito-
chondrial genomes in “two easy pieces” (Roehrdanz 1995). Because mitochondria are
inherited maternally, sequence analyses of mitochondrial DNAallow construction of mater-
nal phylogenies. Mitochondrial DNA evolves at a higher rate than nuclear DNA because
mitochondria lack a proofreading function to correct errors in DNA synthesis, which makes
mitochondria especially useful for analyses of closely related populations or species.

8.5.14. Sequencing DNA

Both the Maxam–Gilbert and Sanger sequencing methods have been modified to sequence
DNA amplified by the PCR (Ausubel et al. 1991, Ellingboe and Gyllensten 1992, Kocher
1992, Olsen et al. 1993, Rao 1994a,b). Both methods permit the rapid determination of
sequences without the need to construct a library or screen the library for the gene(s) of
interest. Sequencing of PCR products can be either direct (Landweber and Kreitman 1995)
or after amplification and cloning (Olsen et al. 1993, Sambrook and Russell 2001). Kits are
available that aid in sequencing by various methods.

8.5.14.1. Cycle Sequencing

Cycle sequencing is a method in which asymmetric PCR is used to generate a ss DNA
template for sequencing by the Sanger dideoxy-chain termination method (Sambrook and
Russell 2001).

In cycle sequencing, four separate amplification reactions are set up, each containing
the same primer and a different chain-terminating ddNTP. Two cycling programs are used;
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during the first, the reaction mixtures are amplified for 15 to 40 rounds by denaturation of
the template DNA, annealing of the 32P-labeled sequencing primer to the target, and termi-
nation of the extended strand by incorporation of a ddNTP. The result is a hybrid molecule
that is partially double-stranded and consists of the full-length template strand and its com-
plementary chain-terminated product. This product is denatured during the first step of the
next cycle, resulting in the template strand becoming available for another round of priming,
extension, and termination. Cycle sequencing thus produces product in a linear fashion.

In the second program, the annealing step is omitted so that no further extension of
primers is possible. Instead, the second segment provides an opportunity to further extend
the reaction products that were not terminated by incorporation of a ddNTP during the initial
rounds of the PCR. The radiolabeled products are displayed on a denaturing polyacrylamide
gel and detected by autoradiography.

Advantages of cycle sequencing include the fact that it works with both ds and ss DNA
templates, which means that it is unnecessary to subclone the DNA into M13 or other
ss vectors. Cycle sequencing also requires only tiny amounts of template, which can be
obtained from a single plaque or colony or from a PCR product purified from a gel. Other
advantages are that it can be set up in either microtiter plates or microfuge tubes, it can be
used with commercially available robotic workstations, and it can be modified to obtain the
sequence of each strand of a ds DNA template (Sambrook and Russell 2001).

Disadvantages of cycle sequencing for small laboratories with limited equipment are
that cycle sequencing with radiolabeled primers requires dedicating the equipment (cycler,
gel equipment) in order to avoid contamination with radioactivity. Also, cycle sequencing
requires very clean template DNA without agarose, salts, or proteins that could cause
premature termination of the DNA polymerase. These impurities can lead to a high level of
false bands and “empty” bands.

8.5.14.2. Direct Sequencing

Direct sequencing of ds PCR products without cloning into ss sequencing vectors should,
in theory, save time and effort. Unfortunately, it can be “unreliable in practice” (Sambrook
and Russell 2001).

Direct sequencing of PCR products can only be successful if the PCR was optimized
to reduce mispriming and the PCR product was cleaned of residual primers, DNA poly-
merase, unused dNTPs, and nonspecific copies of the original template (Sambrook and
Russell 2001). Effective cleaning of the PCR product may be achieved through spun-column
chromatography or centrifugal ultrafiltration to remove residual primers and unused dNTPs.
Residual thermostable DNApolymerase and residual dNTPs may “befoul chain-termination
sequencing reactions” catalyzed by other thermostable enzymes, such as Sequenase and
AmpliTaq, unless eliminated (Sambrook and Russell 2001). Elimination of nonspecific
PCR products can be achieved by running the DNA on a low-melting-point agarose gel and
separating the band of the appropriate size from the gel.

Direct sequencing of DNA amplified by a PCR protocol that uses only a single primer
(such as RAPD-PCR) requires a different procedure (Iizuka et al. 1996). If ss DNAs first
are isolated by polyacrylamide gel electrophoresis, sequencing can be conducted on the
single strands using the corresponding single primers.

Direct sequencing of PCR-amplified DNA is not appropriate if the starting sample con-
tained one normal allele and one deleted allele because the deleted allele will be masked.
Likewise, if the sample contains multiple alleles, direct sequencing would result in a
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composite sequence ladder, making it impossible to decipher the sequence of individual
alleles (Rao 1994a). Under these circumstances, the amplified DNA should be cloned and
the sequences of a number of clones should be determined to resolve the sequences of
individual alleles.

Direct sequencing of PCR-amplified DNA is inappropriate if nonspecific products were
produced. Thus, direct sequencing requires good PCR conditions: quality DNA template,
highly specific primers, high annealing temperature, initiating the PCR by the “hot-start”
method, and performing a rapid cycling protocol for as few cycles as possible using an
adequate amount of target DNA (Rao 1994a).

8.6. Concluding Remarks

The speed, specificity, versatility, and sensitivity of the PCR has had a significant effect on
genetics, immunology, forensic science, evolutionary biology, systematics, ecology, and
population biology (Arnheim and Erlich 1992, Dieffenbach 1995). The PCR has revolu-
tionized the way in which much of our research is conducted. End users and commercial
developers continue to develop sophisticated techniques for integrating the PCR into more
applications, including diagnostic assays using the PCR and electrophoretic analysis on a
microchip (Waters et al. 1998).
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9.1. Overview

P transposable elements (TEs) have been genetically modified to serve as vectors for
inserting exogenous DNA into Drosophila. This new tool has revolutionized research
on insect development and analyses of gene structure, function, regulation, and position
effects in D. melanogaster.

P elements are found in certain strains (called P) of D. melanogaster but are lacking in
others (called M). When P males and M females are crossed, the F1 progenies exhibit a
condition called “hybrid dysgenesis” because the P elements present in the chromosomes of
the F1 progenies are no longer prevented from transposing or moving. The resultant inser-
tions of P elements into new chromosomal sites lead to mutations and sterility (= hybrid
dysgenesis). P elements appear to have invaded D. melanogaster about 50 years ago from
another Drosophila species (an example of horizontal transmission). One possible method
by which P could have been transferred into D. melanogaster is by a mite. It was hypothe-
sized that P elements were obtained from the eggs of one Drosophila species by a parasitic
mite during feeding. Subsequent feeding by this “infected” mite on D. melanogaster eggs
might have resulted in the mechanical transfer of P elements to D. melanogaster and their
subsequent spread in field populations around the world. Alternatively, rare interspecies
matings could have allowed P to invade D. melanogaster.

When P-element vectors containing cloned genes are microinjected into early-stage
Drosophila embryos, some of the P vectors integrate into the chromosomes in germ-line
tissues. If the newly inserted DNA is transmitted to the progeny of the injected embryos,
stable transformation has occurred.

Transposon tagging, which occurs when a single P inserts into a gene and causes a
visible mutation, facilitates the identification and cloning of genes from Drosophila. A gene
is “tagged” with the P, making it easier to clone it. P-element vectors repair gaps left in
chromatids when P elements excise, which offers the possibility of inserting exogenous
DNA into targeted, rather than random, sites in the Drosophila chromosome.

Many drosophilid species have inactive forms of P in their genomes. Inactive elements
are suppressed by several mechanisms to reduce the deleterious effects active transposition
imposes on individuals and populations. Thus, the long-term survival of TEs such as P may
require that they move horizontally into new species.

Although P-element vectors have not been useful for transforming insects other than
Drosophila, other TEs, including Hermes, minos, hobo, piggyBac and mariner, have been
engineered as vectors and used to transform a variety of insect species, thus providing tools
with which to insert exogenous genes into both pest and beneficial insects with the goal of
improving pest management programs.

9.2. Introduction

The P element first was genetically modified to serve as a vector of exogenous DNA
in 1982 (Spradling and Rubin 1982, Rubin and Spradling 1982). A variety of different
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P-element vectors now are used routinely to introduce exogenous DNA into Drosophila
melanogaster. P-mediated transformation of D. melanogaster has revolutionized how
geneticists study gene structure, function, regulation, position effects, dosage compen-
sation, and development. P-mediated transformation allows geneticists to decipher the
genetic basis of behavior, development, and sex determination in Drosophila, as will be
described in Chapters 10 and 11.

This chapter describes P elements and hybrid dysgenesis, and the methods employed
in introducing P-element vectors into the germ line of D. melanogaster. This approach to
germ-line transformation has inspired entomologists to attempt to engineer insects other
than Drosophila using TE vectors with a broader host range.

An analysis of the spread of P elements into natural populations of D. melanogaster pre-
viously lacking these TEs allows us to learn more about the evolution of P and other TEs.
Because TEs have been proposed as possible “drive mechanisms” for the genetic engineer-
ing of wild insect populations, the study of P-element invasion into D. melanogaster may
serve as a model to understand the potential for using this type of drive mechanism for
other insects. Analyses of P-element invasion also may provide clues to the evolution of
resistance (suppressive factors) to TEs.

9.3. P Elements and Hybrid Dysgenesis

Intact P elements are 2907 bp long and encode a single polypeptide that has transposase
activity (Figure 9.1). There are four exons (numbered from 0 to 3) flanked by inverted
repeats 31 bp long. The presence of intact inverted repeats is required if the P element is to
transpose (move).

Multiple copies of P (30 to 60) are dispersed throughout the genome of P strains of
D. melanogaster, but are not active because transposition is suppressed by factors in the
P cytotype. Many P elements in D. melanogaster, and other Drosophila species, have some
sequences deleted, which also makes them incapable of transposing.

Movements of P elements cause mutations by inactivating genes, altering rates of
transcription or development- or tissue-specific gene expression. P-element movements
break chromosomes and cause nondisjunction during meiosis that can lead to chromosome
rearrangements and germ-cell death. Transposition of P elements in somatic cells reduces

Figure 9.1. Structure of an intact P element. There are four exons (0–3), separated by short introns
(thin line). The 31-bp inverted terminal repeats (sequences 1–31 and 2877–2907) are indicated
by the filled arrows. There are also inverted repeats at sequences 126–136 and 2763–2773
(modified from Engels 1989).
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the life span of D. melanogaster males, as well as reducing fitness, mating activity, and
locomotion (Woodruff et al. 1999).

A syndrome called hybrid dysgenesis is induced in D. melanogaster when males from
a strain that contains P (P males) are mated with females lacking P (M females) (Bingham
et al. 1982). Their F1 progenies exhibit a high rate of mutation, chromosomal aberrations,
and, sometimes, complete sterility, caused by transposition of P in their germ-line chromo-
somes. The reciprocal cross does not exhibit these negative effects because the P female’s
cytotype suppresses movement of P.

When transposition of P elements occurs in germ-line tissues in D. melanogaster, three
short introns have to be cut out of the original RNA transcript to produce the mRNA that
codes for a functional 87-kilodalton (kDa) transposase (Laski et al. 1986, Rio et al. 1986,
Kobayashi et al. 1993). In somatic cells, a 66-kDa protein is produced that can function as
a repressor of P activity (Lemaitre et al. 1993).

9.4. P-Element Structure Varies

Many P elements in the Drosophila genome are defective. Some have internal deletions
and are unable to produce their own transposase but, if they retain their 31-bp terminal
repeats, they can move if supplied with transposase by intact elements. An early report by
Eggleston et al. (1988) suggested that P elements are unable to mobilize other TE families
in D. melanogaster. However, that may not be true, because P elements could mobilize the
Tc1 element from the nematode C. elegans (Szekely et al. 1994).

In fact, diverse TEs can be mobilized in dysgenic crosses between strains of D. virilis
(Petrov et al. 1995). Four different TEs, Ulysses, Penelope, Paris and Helena, were mobi-
lized in the dysgenic crosses despite the fact that these TEs are structurally diverse. Ulysses
is a retroelement related to the Ty3-gypsy superfamily, and Penelope is similar to another
class of retroelements. Paris is in the mariner/ Tc1 superfamily that transposes without
an RNA intermediate, while Helena is a LINE-like element. There was no evidence that
the simultaneous mobilization was due to complementation of some shared defect in the
transposition pathways; the transposition mechanisms employed by these elements are
different, and the mutants examined all showed evidence that transposition occurred in
the appropriate manner. The four TEs appear to have been mobilized due to the “genomic
stress” brought about by the dysgenic cross (Petrov et al. 1995). The stress could have
been caused by breakage of double-stranded DNA. Double-stranded DNA breakage is
caused by exposure to UV light and other agents and can increase transcription and/or
mobilization of some retroelements. Thus, the production of ds breaks from the mobi-
lization of a single TE might induce a cellular response that releases other TEs from
repression, allowing a single system of hybrid dysgenesis to mobilize multiple, unrelated
elements.

P elements with defective 31-bp terminal repeats are unable to transpose because
these repeats are the site of action of the transposase. The frequency of transposition
depends on the size of the P; smaller elements are able to move more readily than larger
ones. The location of the P in the chromosome also is important in determining the fre-
quency of transposition. Although transposition is more or less “random” at the genome
scale, P elements containing specific gene sequences show some specificity by frequently
inserting near the parent gene (which is called “homing”) (Taillebourg and Dura 1999).
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P elements also tend to insert into upstream promoter regions of genes (Spradling et al.
1995).

9.5. Transposition Method of P Elements

P elements move from site to site in the genome ( jump) by a “cut and paste” method (Engels
et al. 1990, Gloor et al. 1991, Sentry and Kaiser 1992, Engels 1997). When a P jumps,
it leaves behind a ds gap in the DNA. The gap is repaired by using a matching sequence as
a template. This matching sequence can occur on the sister chromatid or elsewhere in the
genome. If the transposition occurs in an individual that is heterozygous for the P insertion,
and the matching site on the homologous chromosome is used as the template for DNA
replication and repair, there can be a precise loss of the P sequence in the original site,
although there is no net loss in the genome because the P element has simply changed
locations.

However, if a P jumps after the chromosomes have duplicated, but before the cell divides,
one of the sister chromatids will still have a P in its original position. In this situation, this
homologous P may serve as the template for filling in the hole left when the P moved to a
new position in the genome. Under these circumstances, the number of P elements in the
genome is increased by one. The P element is replaced in its original site by gap repair and
also is present in a new site in the genome.

The “cut and paste” mechanism of transposition implies that P elements don’t have to
confer an advantage on the organism to invade and persist in the genome. In fact, a mathe-
matical simulation model indicates that P elements can become fixed in populations even
when fitness is reduced by 50% (Hickey 1982) and many laboratory studies have shown
that colonies can change rapidly from M to P strains. The cut and paste model has been the
conceptual basis of targeted gene replacement in Drosophila (Engels et al. 1990, Gloor
et al. 1991, Sentry and Kaiser 1992, Rong and Golic 2000), which will be described.

9.6. Origin of P Elements in D. melanogaster

P elements are relatively new to D. melanogaster. Surveys indicate laboratory strains of
D. melanogaster collected before 1950 lack P, but most colonies collected from the wild
within approximately the past 50 years have P elements (Anxolabehere et al. 1988, Engels
1989, 1992, Powell and Gleason 1996).

P elements are relatively common in other species of Drosophila. Surveys indicated
that closely related, full-sized, and potentially active P elements occur in D. willistoni,
D. guanche, D. bifasciata, and Scaptomyza pallida (Hagemann et al. 1996). A P element
isolated from Scaptomyza pallida, a drosophilid distantly related to D. melanogaster, is able
to transpose in D. melanogaster and to mobilize a defective D. melanogaster P element
(Simonelig and Anxolabehere 1991).

Phylogenetic analyses of DNA sequences from P elements in 17 Drosophila species in
the melanogaster species group within the subgenus Sophophora show that sequences from
the P family fall into distinct subfamilies or clades which are characteristic for particular
species subgroups (Clark and Kidwell 1997, Clark et al. 1998). These clades indicate that
vertical transmission of P elements has occurred, but in some cases the P phylogeny is
not congruent with species phylogeny. More than one subfamily of P elements may exist
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within a group, with sequences differing by as much as 36%, suggesting that horizontal
transfer has occurred. In fact, horizontal transfer may be essential to the long-term survival
of TEs (Clark and Kidwell 1997).

P probably invaded D. melanogaster within the past 50 years. The donor species that
provided a P to D. melanogaster is thought to be in the willistoni group, which is not
closely related to D. melanogaster (Daniels et al. 1984, Lansman et al. 1985, Daniels and
Strausbaugh 1986, Engels 1997). Because these species diverged from each other about
60 million years ago, there should have been sufficient time for considerable sequence diver-
gence in the P elements if they had been present in both genomes prior to divergence (and
subsequently transmitted vertically). However, P-element sequences from melanogaster
and willistoni are nearly identical, supporting the hypothesis of horizontal transfer. Engels
(1997) speculated that the invasion of D. melanogaster by P occurred after D. melanogaster
was introduced into the Americas, and that invasion by TEs could be a “general hazard
associated with the expansion of any species into a new ecosystem.” Such TE invasions
potentially could provide genetic variation that contributes to postrelease adaptations that
occur in some species subsequent to their invasion into new environments.

Two mechanisms have been proposed to explain how P could have infected
D. melanogaster. One involves horizontal transfer, and the other involves interspecific
crosses. Both D. melanogaster and D. willistoni now overlap in their geographical ranges
in Florida and in Central and South America, but they apparently are unable to inter-
breed. Horizontal transfer could have been effected by a viral, bacterial, fungal, protozoan,
spiroplasmal, mycoplasmal, or small arthropod vector (Hymenoptera or Acari (mites)).
One candidate for horizontal vector may be a semiparasitic mite, Proctolaelaps regalis
(Houck et al. 1991, Kidwell 1992, Engels 1997). P. regalis is associated with both
Drosophila species; it has been found in laboratory colonies and in the field associated
with fallen or rotting fruit, which is the natural habitat for Drosophila. Laboratory observa-
tions indicate that P. regalis feeds on fly eggs, larvae, and pupae and can make rapid thrusts
of its mouth parts into a series of adjacent hosts. This brief feeding on multiple hosts might
allow it to pick up DNA from one egg and inject it into another. Mites from colonies of
Drosophila with P elements in their genome were analyzed by the PCR and Southern blot
analysis. The analyses indicated the mites carried both P and Drosophila ribosomal DNA
sequences. Mites isolated from M colonies (which lack P) lacked P sequences.

For P. regalis to have transferred P elements from D. willistoni to D. melanogaster,
a number of conditions had to occur in the proper sequence (Houck 1993). Females of
D. melanogaster and D. willistoni had to deposit their eggs in close proximity, and mites
had to feed sequentially on one and then the other, in the correct order. The recipient egg
had to be less than 3 hours old, the germ line of the recipient embryo had to incorporate a
complete copy of the exogenous P, the transformed individual had to survive to adulthood,
and the adult had to reproduce.

A second potential mechanism for horizontal transfer of P involves interspecific crosses.
Crosses between the sibling species D. simulans and D. mauritiana produce sterile males
but fertile females. When F1 females are backcrossed to males of either species, a few
fertile males are produced. To determine whether interspecific transmission of P might
occur, the two species were crossed and the hybrid progeny were evaluated by in situ
hybridization of larval salivary glands and Southern blot (Montchamp-Moreau et al. 1991).
The results indicated that the P element is able to pass from one species to another when
the postmating sterility barrier is incomplete. Hybridization, although rare, occurs between
some Drosophila species.
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P elements have been found in other Dipteran families, including Opomizydae and
Trixoscelididae (Anxolabehere and Periquet 1987). Inactive P elements were found in
the sheep blowfly Lucilia cuprina (Calliphoridae) and the housefly Musca domestica
(Muscidae) (Lee et al. 1999). The P elements in M. domestica differed from those in
D. melanogaster by having two introns in exon 2 (as does the P from L. cuprina). The lack
of a functional exon 3 in the housefly P likely is the basis for the element’s inactivity. The
presence of P elements in families other than Drosophilidae suggests that P elements may
be more widely distributed than currently thought (Lee et al. 1999). This could be confirmed
by the use of PCR primers that reflect the diversity of known P sequences in other insects.

9.7. P Vectors and Germ-Line Transformation

9.7.1. Protocols

After P elements were cloned (Rubin et al. 1982), they were genetically engineered to
serve as vectors to insert exogenous DNA into the germ line of D. melanogaster (Rubin
and Spradling 1982, Spradling and Rubin 1982). A number of different vectors with differ-
ent characteristics have been produced subsequently (Fujioka et al. 2000). The following
example provides a model for the procedures involved in P-mediated transformation of
Drosophila (Figure 9.2):

(A) Construct or choose an appropriate P vector containing the DNA and marker
gene(s) of interest. In this example, the marker gene is a wild-type version (white+) of
the mutant gene for white eyes. The wild-type allele is dominant over white so if a single
copy of white+ is present, the fly will have normal red eye color. This vector is unable to
insert into the chromosome because it can’t produce its own transposase.

Select a helper plasmid, such as pπ25.7wc, that contains a complete DNA sequence
coding for transposase. This vector is unable to insert into Drosophila chromosomes by
the normal transposition method because it lacks 23 bp of one terminal repeat, hence the
designation wc for “wings clipped.”

(B) Microinject both the vector and helper plasmid into embryos (G0) from an appro-
priate host strain with white eyes. Embryos should be in the preblastoderm stage, when the
embryo is still a syncytium.

(C) Mate the injected G0 individuals that survive to adulthood with males or
females that are homozygous for white. If the wild-type gene was inserted into the
chromosome, then the progeny will have red eyes because they will be heterozygous
(w+/w).

(D) Mate G1 progeny with white-eyed (white) flies to produce the next generation (G2)
with wild-type eyes.

(E) Select individual G2 lines with wild-type eyes.
(F) Identify possible transformants containing single insertions at unique sites (single-

insert lines) and verify insert structure.
(G) Analyze the properties of the transformed lines, including level of expression of the

inserted DNA and stability of the transformed line.
(H) Cross the most useful lines to balancer stocks to enable the lines to be maintained

in a stable condition.

Insertion of P-element vectors’ DNA into germ-line chromosomes is enhanced if
preblastoderm embryos are microinjected. At that stage, the cleavage nuclei are in a
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Figure 9.2. Steps in transforming D. melanogaster with P-element vectors. See text for details.

syncytium (lacking nuclear membranes) and the P elements can more easily be inserted
into the chromosomes. The preblastoderm embryos are forming the pole cells that will give
rise to the ovaries and testes. Insertion of exogenous DNA into the chromosomes of the
germ line results in stable transformation. If only somatic cells contain the exogenous DNA,
the flies cannot transmit the desired trait to their progeny. Such adult flies may exhibit the
trait but are only transiently transformed.

Only a portion of the P vector inserts into the chromosome. The DNA inserted consists of
the sequences contained within the inverted terminal repeats of the P element (Figure 9.3A).
The plasmid DNA outside the inverted repeats should not insert and should be lost during
subsequent development.

Once transformed fly lines are obtained, the lines typically are stable unless transposase
is provided in some manner. The helper plasmid with transposase never inserts because it
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Figure 9.3. Examples of modified P-element vectors. (A) The Carnegie 20 vector contains a 7.2-kb
segment of DNA coding for the rosy gene. It contains a polylinker for inserting exogenous
DNA and retains the 31-bp inverted repeats (IR, dark arrows). This vector cannot transpose
without a helper element because it cannot make transposase. (B) The helper element, pπ25.7
wings clipped, produces transposase, but 23 bp of inverted repeat has been deleted at one end
so this vector cannot insert into the chromosome.

lacks normal inverted repeats (Figure 9.3B). Sometimes an experimenter wants to induce
movements of inserted DNA, and secondary transposition can be induced if transposase
is introduced by injecting helper elements into a preblastoderm embryo.

During embryogenesis and development of the injected larvae (which are the G0 gener-
ation), transcription and translation of the wild-type gene can produce sufficient xanthine
dehydrogenase to influence the eye color of the adults. (G0 indicates the generation that
is injected, G1 indicates their progeny, and so on.) G0 flies with a normal eye color do
not necessarily have the white+ gene inserted into the germ-line chromosomes because the
injected DNA may be transcribed and translated while in the cytoplasm, or the DNA may
only be inserted into the chromosomes of somatic cells (= transient transformation).

The next generation of flies (G1) is the crucial generation to be screened for transforma-
tion, because these flies should have wild-type eyes only if the white+ gene did insert into
the germ-line chromosomes. The presence of one or more progeny with normal eye color
in the G1 indicates stable transformation occurred.

Individual G1 flies may contain multiple insertions of the P element. Also, the P element
may have inserted into different sites in different G1 flies. As a result, colonies derived
from single flies must be screened in order to identify colonies with a single insert
(Figure 9.2).

To determine how many P elements inserted into the chromosomes of each colony
and their location, DNA from G2 adult flies is prepared from each isoline and evaluated



9.7. P Vectors and Germ-Line Transformation 263

by Southern blot analysis. (See Chapter 5 for a description of Southern blot analysis.)
DNA is cut with restriction endonucleases and probed with labeled P sequences to
determine the number of insertions. Lines containing multiple insertions should be dis-
carded because these lines will be difficult to analyze. G3 lines with single inserts
are then crossed to Drosophila stocks containing appropriate balancer chromosomes.
Balancer chromosomes function to prevent crossing over between homologous chro-
mosomes and thus help to maintain stable stocks. The location of the transposon in
each single-insert line can be determined by in situ hybridization to salivary gland
chromosomes.

Transformation success rates vary from experiment to experiment and experimenter to
experimenter. Usually, it is important to obtain about 10 single-insert lines containing
a transposon of interest. This may require microinjecting 600 or more embryos because
survival of embryos after microinjection averages 30 to 70%, and of these, only 50 to
60% survive to adulthood (G0). Even after G0 adults are obtained, damage caused by
microinjection may result in early death or sterility in 30 to 50%.

Transformation does not take place in all germ-line cells in an injected embryo. Usually
only a small fraction of the germ-line cells of a G0 individual produces transformed
G1 progeny. Thus, it is important to maximize the recovery of G1 progeny from each
G0 individual injected to increase the probability of detecting progeny in which inte-
gration of P elements occurred. The size of the introduced P element is another factor
that may influence transformation success; the larger the construct, the less frequent the
insertion.

Detailed information on the life history and culture of Drosophila is available in a variety
of references (Roberts 1986, Ashburner 1989, Matthews 1994, Horn and Wimmer 2000), as
are detailed protocols for transforming Drosophila with P vectors (Karess 1987, Spradling
1986). The protocols provide complete information on the appropriate equipment for
microinjection, and on how to stage and dechorionate embryos, align them on slides,
desiccate them, and inject them in the region that contains the pole cells. Directions are
available for preparing the DNA for injection and for pulling the very fine glass needles
required.

P vectors have been engineered with different characteristics and functions (for examples,
see Rubin and Spradling 1983, Karess and Rubin 1984, Cooley et al. 1988, Handler et al.
1993b, Horn and Wimmer 2000, Horn et al. 2000). Generally, the vectors contain restriction
sites for cloning, and usually contain one or more selectable marker gene(s).

9.7.2. Characterizing Transformants

Identification of transformed flies is achieved in several ways. If a visible marker, such as
an eye color, is included in the vector, then putatively transformed D. melanogaster can be
determined visually.

Ideally, DNA from putatively transformed lines will be extracted and analyzed by
Southern blot analysis to confirm the number of insertions in each line. If large numbers
of fly lines need to be characterized, dot-blot analysis can be done. In situ hybridization of
larval salivary gland chromosomes will allow a determination to be made of the number of
insertions and their location(s). It is desirable to identify lines that carry only a single inser-
tion if the timing and level of expression are to be determined. Different lines are likely to
have different levels of expression because of position effects (Spradling and Rubin 1983,
Levis et al. 1985).
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9.8. Using P-Element Vectors

9.8.1. Transposon Tagging

The insertion of P into a gene allows the isolation and cloning of that gene if the altered
gene results in altered phenotype in D. melanogaster. However, because many P strains
contain 30 to 50 copies of P, transposon tagging should be carried out in D. melanogaster
strains lacking endogenous P elements.

Transposon tagging relies on the development of two specially designed P vectors
(Cooley et al. 1988). The goal is to introduce a single P into the germ line of flies lacking P.
One vector, called “jumpstarter,” encodes transposase and mobilizes a second vector,
called “mutator,” to transpose (Figure 9.4). The structure of the mutator element facilitates
identifying and cloning genes because it carries two selectable markers.

9.8.2. Expressing Exogenous Genes

Genetic engineering techniques permit the expression of exogenous genes in a variety of
organisms, and the availability of a transformation method for Drosophila makes it possible
to express interesting genes in this insect. For example Rancourt et al. (1990) obtained
expression in D. melanogaster of two antifreeze protein genes isolated from the Atlantic
wolffish, Anarhichas lupus. The two genes were cloned into a P vector with Drosophila
yolk protein gene promoters. These highly active promoters were expressed in Drosophila
females shortly after eclosion and remained active for several weeks. Transformed adult
Drosophila females produced 1.5 to 5 mg/ml of antifreeze protein in their hemolymph.
The antifreeze activity of the purified protein was determined by measuring freezing-point
depression and had full biological activity.

9.8.3. Evaluating Position Effects

“Transposon jumping” can be employed to move stably inserted P elements lacking trans-
posase to other sites within the genome. This allows researchers to explore the effects of
position on gene expression. To induce jumping, embryos from a transformed strain are
injected with helper plasmids that transcribe transposase. The transposase interacts with
the terminal repeats of the inserted P, causing it to transpose to a new site where the gene

Figure 9.4. Two P-element vectors, mutator (A) and jumpstarter (B), were developed to facilitate insertion
of a single P element to identify and clone genes in D. melanogaster. Jumpstarter encodes
transposase and can therefore mobilize mutator. Mutator is able to transpose and carries
ampicillin and neomycin resistance genes to facilitate identification and subsequent cloning
of the Drosophila gene into which it has inserted (modified from Cooley et al. 1988).
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located within the P vector experiences a new genomic environment. The helper element
does not integrate, so the new strain will be stable until transposase is again supplied.

9.8.4. Targeted Gene Transfer

The ability to replace or modify genes in their normal chromosomal locations, targeted
gene transfer, is a very valuable genetic tool (Ballinger and Benzer 1989, Kaiser and
Goodwin 1990, Gloor et al. 1991, Sentry and Kaiser 1992, Lankenau 1995, Siegal and
Hartl 1996, Golic et al. 1997, Rong and Golic 2000). Several methods have been evaluated
to achieve such a goal.

The cut-and-paste mechanism of P transposition provided a model for inserting a gene
into the gap left behind by a P (Figure 9.5). As noted above, P transposition leaves a ds gap
in the original insertion site, and this gap may be repaired, using a template provided by a
sister chromatid, by a homologous chromosome containing a homologous DNA sequence,
or by an extrachromosomal element. If the sister chromatid or homologous chromosome
has a second copy of the P, the P sequences will be restored in the gap, giving the impression
that transposition has been replicative.

Figure 9.5. Targeted gene mutation in D. melanogaster is based on the gap repair hypothesis. If a P element
jumps out of a normal gene, it will leave a gap that must be repaired. Repair is thought to involve
using DNA with homologous ends from within the genome as a template for DNA repair. If a
new P element with a modified gene structure is present, the sequence in the gap can be filled
in using the modified gene as the template, leading to a targeted gene alteration (modified from
Gloor et al. 1991).
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Engels et al. (1990) proposed a method for site-directed mutagenesis (= targeted
mutagenesis or targeted gene replacement). The first step is to insert a P into the gene of
interest, preferably close to the site to be modified. This is feasible because many different
colonies of Drosophila have been developed that contain P elements in known locations.
The next step is to transfer the desired replacement gene into a second colony with a P vector.
Then, individuals from the first colony are crossed with the second. A source of transposase
is added to promote transposition and targeted gene replacement. In some cases, the replace-
ment gene serves as the template to fill in the gap left when the P transposes. The result is
that the repaired DNA is converted to the introduced sequence.

Targeted gene replacement (gene conversion) of the X-linked white locus was achieved
by Gloor et al. (1991). They worked with a colony that carries a P in one of the white exons.
This P cannot transpose because it lacks transposase. Transposase was added by crossing
flies from this colony with a fly carrying an immobile P on chromosome 3 that can produce
transposase. A vector, called P[walter], was injected that carried an altered white gene
with 12-bp substitutions. These base-pair substitutions add or remove a restriction-enzyme
site, which provides an efficient way to determine whether the replacement white was used
to repair the gap induced by P transposition. About 1% of fly lines were identified with
different amounts of gene conversions. Changes ranged from a few base pairs to alterations
of at least 2790 bp.

A 1% gene conversion rate is sufficiently frequent to make targeted gene transfer a
practical method for systematically altering genes in their normal locations to see how their
function is modified. An advantage to targeted gene transfer is that it is possible to insert
genes longer than 40 kb by this method. P-mediated transposition is limited to inserting
DNA segments less than 40 kb in length.

Nassif and Engels (1993) investigated the length and stringency of homology required for
repair of ds DNA breaks in Drosophila germ cells using the targeted gene transfer system.
They found that a relatively short match (of a few hundred base pairs) of homologous
sequence on either side of the target is sufficient to promote gap repair. However, the gap
repair was sensitive to single base mismatches within the homologous regions. Interestingly,
the data suggest that the ends of a broken chromosome can locate a single homologous
template anywhere in the genome by using a short stretch of closely matching sequence.
How this occurs remains mysterious, but the search is sufficiently efficient that up to several
percent of the progeny exhibited gene conversion events (= targeted gene replacement) at
the white locus. This high rate of gene conversion is considered to be unlikely if the process
were dependent upon random collisions between homologous DNA sequences.

Transposable elements have been identified in most organisms investigated
(Chapters 3, 4). If other TEs transpose by a mechanism similar to that of P elements, then
targeted gene conversion could be feasible in other species of insects and mites (Sentry
and Kaiser 1992). Targeted gene insertion would make it possible to introduce new genetic
information into specific chromosomal sites, or to modify existing genes in directed ways.
Random insertions can cause lethality if they insert into essential genes, or can result in
poor levels of expression if insertion occurs into heterochromatic regions.

9.9. Transformation of Other Insects with P Vectors

DNA from Drosophila melanogaster has been introduced into D. simulans with P-element
vectors. P transposition in D. simulans can produce a syndrome of hybrid dysgenesis similar
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to that found in D. melanogaster (Daniels et al. 1989). P vectors also have transformed the
more distantly related D. hawaiiensis (Brennan et al. 1984). Thus, P vectors can integrate
and transpose in several Drosophila species.

Rio et al. (1988) suggested that P transposase was active in mammalian cells and yeast,
which elicited optimism about the possibility of using P elements for genetically engi-
neering other arthropods. Unfortunately, efforts to use P vectors to transform arthropod
species outside the genus Drosophila have failed (O’Brochta and Handler 1988, Handler
and O’Brochta 1991, Handler et al. 1993a, Handler and James 2000).

9.10. Evolution of Resistance to P Elements

The spread of P elements into populations of D. melanogaster has occurred worldwide
during the past 50 years. This invasion has been remarkable because intact autonomous
P elements can induce severe disadvantages in individuals in the newly invaded populations.
If P elements invade a small population, that population usually is lost (Engels 1997).
If evolution of repression systems (resistance to transposition) fails to occur quickly enough,
the invaded populations go extinct (Corish et al. 1996).

In fact, several P repressor systems (resistance mechanisms) have been identified.
The repressors are transmitted either cytoplasmically (maternally inherited) or through
the nuclear genome, in which case the transmission is biparental. The repressor systems
have been classified as P, M’, or Q (Corish et al. 1996, Badge and Brookfield 1998, French
et al. 1999).

P fly strains have a strong maternally inherited repression system called P cytotype
(Engels 1989). P cytotype is mediated by a 66-kDa protein produced by differential splicing
of the complete element’s transcript (Laski et al. 1986). When P females are crossed to a
strong P line, less than 10% of the ovaries are dysgenic, indicating that P strains strongly
repress hybrid dysgenesis. If P males are crossed to M females (which lack a repression
system), more than 90% of the ovaries are dysgenic in their progeny. P strains are strong
inducers of transposition.

M’ strains also contain repressor elements of P. Transposition repression in M’ strains is
due to the KP element (French et al. 1999). M’ strain females display intermediate levels of
repression of dysgenesis when crossed to P males. Both males and females from M’ strains
are able to pass the repressing factor to their progeny.

Q strains can strongly repress transposition and also display a low induction of
transposition. Some Q strains show a maternal mode of inheritance of repression while
others have biparental mode of inheritance. It is thought that a repressor (SR) results from a
309-bp deletion at the 3′ end of the P element. The SR repressor cannot produce functional
transposase but can produce the 66-kDa repressor and a novel 75-kDa protein, both of
which may be involved in Q type repression (French et al. 1999).

Evolution of resistance to P elements can develop rapidly, as demonstrated by two surveys
of D. melanogaster along a 2900-km cline along the eastern coast of Australia. The first
occurred in 1983 and the second in 1993. In 1983, P populations were found in the north,
Q populations at central locations, and M’ populations in the south (French et al. 1999).
After 10 years, Q and M’ populations had increased their range at the expense of P lines.
Some of the northern Q lines transmitted repression through both sexes. French et al. (1999)
speculated that the P and M’ mechanisms of repression may be early, emergency responses
to the harmful effects of transposition by P. The surviving D. melanogaster populations then
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may have the opportunity to evolve a superior mechanism to improve fitness by acquiring
the biparentally transmitted Q repression system.

In species of Drosophila in which P elements have been present for a long time, no com-
plete functional P has been found (French et al. 1999). Instead, many populations contain
tandem repeats of elements with degenerate fourth exons, which might encode some repres-
sor activity. In D. nebulosa, a complete element was isolated, but the element contained
many base changes in all four exons and was nonfunctional. These results reinforce the
notion that active transposition of P is highly detrimental to species of Drosophila in the wild.

9.11. Using P to Drive Genes into Populations

There is interest in using TEs, such as P, as drivers for inserting engineered genes into
natural populations for insect pest control. Some computer simulations and empirical stud-
ies have used D. melanogaster as a model system (Hastings 1994, Carareto et al. 1997).
Several different computer simulations suggest that TEs may be used successfully to drive
specific genes into pest populations, including populations with different sizes, reproduc-
tive rates, density dependence, and transposition frequency. Typically, an equilibrium was
reached within 50 generations, especially if 5 or 10% of the population initially carried
the TE. This topic will be discussed further in Chapter 14.

9.12. Relationship of P to Other
Transposable Elements

The Tc1 transposable element from the nematode Caenorhabditis elegans is part of a class
of TEs that are structurally similar to the P, HB, and Uhu elements of Drosophila (Szekely
et al. 1994). Both P and Tc1 have perfect inverted repeats and contain ORFs encoding
transposases. Both excise at a high frequency, and the mechanisms by which they do so
appear similar (Szekely et al. 1994). Thus, it should be no surprise that D. melanogaster
could be transformed with the Tc1 element from C. elegans (Szekely et al. 1994), which
supports the hypothesis that Tc1-like elements have a wide distribution within eukaryotes
(Avancini et al. 1996).

The ability of the Tc1 element to use P transposase suggests that TEs introduced into
new species could be mobilized by endogenous native TEs. This raises the question as to
whether genetically engineered insects transformed with a disabled TE could, in fact, be
unstable because endogenous transposases could allow the inserted TE vector to move.
This issue will have to be addressed in risk assessments conducted prior to the release of
transgenic insects, even those transformed with disabled TE vectors, because “conversion”
could occur (see below).

9.13. Other TEs Can Transform D. melanogaster

Several types of TEs have been used to transform D. melanogaster, including piggyBac
(Lobo et al. 1999), hobo (Ladeveze et al. 1998), mariner (Garza et al. 1991), and Minos
(Loukeris et al. 1995). Hobo occurs naturally in populations of D. melanogaster, so
it is not surprising that it can serve as a transformation vector. Minos was discovered
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in a related species, D. hydei. A TE vector derived from mariner, a TE found origi-
nally in D. mauritiana, also is effective in transforming D. melanogaster (Garza et al.
1991). piggyBac, isolated from a different order (Lepidoptera), is able to transpose in
D. melanogaster. piggyBac originally was discovered located within a nuclear polyhedro-
sis virus infecting a Trichoplusia ni cell line. The finding of piggyBac within a virus suggests
one mechanism by which TEs could move horizontally between different insects. piggyBac
is related to Class II short inverted repeat elements, which includes hobo, Minos, Hermes,
mariner, P, Tc1 (found in nematodes), and Ac (found in plants).

9.14. Improved Transformation Tools for Drosophila

The efficiency of TE-mediated germ-line transformation is dependent on both the efficiency
of the vector and the ability to detect (select) the transformed progeny.

Benedict et al. (1994) reported that a parathion hydrolase gene (opd ), isolated from
bacteria, under the control of a Drosophila hsp70 promoter, produced good levels of
resistance to paraoxon in D. melanogaster. Thus, this gene could serve as a semidomi-
nant selectable marker to detect transformation. Benedict et al. (1994, 1995) suggested
the opd gene could be inserted into beneficial arthropods (parasitoids and predators) for
improved pest management. The resistant natural enemies could survive the treatment
with organophosphate insecticides, while the target pests could not. However, the use of
organophosphate insecticides in the United States has declined because of their long resid-
ual activity and high toxicity to mammals, and these products are expected to be phased
out of use as a result of the Food Quality Protection Act.

The use of the green fluorescent protein (GFP) as a selectable marker in transformed
D. melanogaster has improved detection (Brand 1995, Yeh et al. 1995, Tsien 1998,
Hazelrigg 2000). GFP also has been used as a selectable marker in other insects (Plautz
et al. 1996, Pinkerton et al. 2000). Horn et al. (2000) reported that eye-specific expres-
sion of GFP outperforms the mini-white marker in Drosophila germ-line transformation
experiments and recommended its use when transforming other arthropods.

An improved method of gene targeting involves the insertion of the FLP-FRT system into
the chromosomes of D. melanogaster via P-mediated transformation (Golic et al. 1997).
TE-mediated transformation is essentially a random event, and transgenes end up scattered
throughout the genome in multiple copies, which results in position effect variation in
expression and gene silencing (see below). The ability to target a transgene to a single site
makes comparison of transgenes and their regulatory elements simpler because the various
constructs can all be evaluated within a single chromosomal environment.

The FLP-FRT site-specific recombination system is based on a target site (FRT) and the
FLP (site-specific recombinase enzyme) system of yeast (Kilby et al. 1993). This system
has two 34-bp recombinase target sites arranged in an inverted orientation. The recombi-
nase can excise the FRT-flanked DNA from the chromosome with nearly 100% efficiency,
and the DNA is excised as an intact circular DNA that carries one FRT site. Thus, the
FLP-mediated excision generates a single copy of the donor DNA in every cell as an extra-
chromosomal circle. If there is another FRT site (target site) elsewhere in the genome, when
the extrachromosomal circle and chromosomal target come into contact FLP can mediate a
second round of recombination that will integrate the circular DNA at the target site.

Another approach to gene targeting uses D. melanogaster’s endogenous DNA repair
machinery and recombination to substitute one allele for another at a targeted gene or
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to integrate DNA at a target site as determined by DNA sequence homology (Rong and
Golic 2000). If this method proves of general use (Engels 2000), it will provide Drosophila
geneticists with the ability to do “reverse genetics” for the first time. Reverse genetics is
the induction of a mutation in a gene in order to determine its phenotype.

9.15. TE Vectors to Transform Insects
Other Than Drosophila

The genetic modification of pest and beneficial insects by recombinant DNA methods to
reduce their pest status or to improve their beneficial effects, respectively, is a goal of
a growing number of scientists (Chapter 14). A mechanism with which to reliably insert
exogenous DNA into the genome of the target insect and to have it transmitted in a stable
manner in the germ line is required to achieve such goals. The P model has dominated the
efforts of most scientists and TE insertion vectors have been developed from piggyBac,
mariner, Hermes, Minos, and hobo.

9.15.1. piggyBac

Using a plasmid-based interplasmid transposition assay, the piggyBac vector was shown
to transpose in a Spodoptera frugiperda cell line (Fraser et al. 1995, Elick et al. 1996),
as well as embryos of D. melanogaster, the yellow fever mosquito Aedes aegypti, and the
cabbage looper Trichoplusia ni (Lobo et al. 1999). The piggyBac vector has transformed
two agricultural pests, the Mediterranean fruit fly Ceratitis capitata (Handler et al. 1998)
and the pink bollworm Pectinophora gossypiella (Peloquin et al. 2000). It was used to
transform the silkworm Bombyx mori (Tamura et al. 2000). piggyBac appears to have a
broad host range.

Transformation rates with piggyBac average 2 to 5%. The insertions appear to be precise
(producing a characteristic TTAA duplication at the insertion site) and stable, suggesting
that this vector may be used to transform diverse insects (Fraser 2000).

9.15.2. Hermes

The Hermes TE was discovered in the housefly Musca domestica (O’Brochta et al.
1996). Cell lines of Anopheles gambiae were stably transformed by Hermes (Zhao and
Eggleston 1998), and Hermes transposed in embryos of Aedes aegypti (Sarkar et al. 1997b).
Hermes was shown to be functional in dipteran families (Drosophilidae, D. melanogaster;
Calliphoridae, Lucilia cuprina; Tephritidae, Ceratitis capitata and Bactrocera tryoni; and
Muscidae, Musca domestica and Stomoxys calcitrans) (Atkinson and O’Brochta 2000,
O’Brochta et al. 2000).

Interestingly, the two strains of M. domestica tested exhibited the lowest rates of trans-
formation (Sarkar et al. 1997a), perhaps because Hermes is endemic in this species and
some form of resistance to Hermes has been selected for. Likewise, the L. cuprina strain
tested exhibited low levels of transposition, perhaps because a Hermes-like element called
hermit is present in the genome that elicited a partial resistance.

The mosquitoAedes aegypti (Jasinskiene et al. 1998, 2000) was transformed with Hermes.
However, integrations of Hermes into A. aegypti did not occur precisely at the end of
the terminal inverted repeats and were accompanied by small deletions in the plasmids.
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These abnormal integrations also did not produce the typical 8-bp duplications at the inser-
tion sites, suggesting that the vector could have integrated into the genome by general
recombination or through a partial replicative transposition. As a result, Jasinskiene et al.
(2000) concluded that this insertion mechanism by Hermes in A. aegypti “precludes its
immediate use in experiments that involve field release of transformed animals into the
field,” although Hermes remains useful for laboratory experiments.

9.15.3. Minos

Minos can transpose in Drosophila, Bombyx mori, and Anopheles stephensi cells and
embryos (Catteruccia et al. 2000a, Klinakis et al. 2000a, Shimizu et al. 2000) and also
produce stable germ-line transformation (Catteruccia et al. 2000b).

Surprisingly, Minos can transform human cell lines, making it a useful tool for mutage-
nesis and functional analysis (Klinakis et al. 2000b). Minos’s ability to transform human
cells suggests that it potentially has a very wide host range, which could elicit concerns
about risks if Minos is used to transform insects destined for release into the field in pest
management programs. To reduce potential risk with insects destined for field release, it
may be necessary to eliminate the Minos element after transformation of the insect line.

9.15.4. mariner

This TE initially was isolated from Drosophila mauritiana but is extremely widespread
among arthropods (Robertson 1995). The phylogeny of mariner elements isolated from
diverse organisms is not congruent with their host species, indicating that mariner has been
highly active in trans-order horizontal transfers (Robertson 1995, Robertson and Lampe
1995).

The host range of mariner is amazingly broad; mariner has been found in the insect-
parasitic nematode Heterorhabditis bacteriophora (Grenier et al. 1999), the root-knot soil
nematode Meloidogyne (Leroy et al. 2000), three flatworms (Dugesia tigrina, Stylochus
zebra, Bdelloura candida) (Garcia-Fernandez et al. 1995), and two hydras (Hydra
littoralis and H. vulgaris) (Robertson 1997). The host range of mariner extends to mam-
mals (Auge-Gouillou et al. 1995, Oosumi et al. 1995, Robertson and Martos 1997).
Auge-Gouillou et al. (1995) found that native mariner elements could be amplified by
the PCR from human, mouse, rat, Chinese hamster, sheep and cow.

A mariner vector was used to transform the chicken (Sherman et al. 1998) and the
zebrafish Danio rerio (Fadool et al. 1998). It even was used to transform the flagellate
protozoan Leishmania major, which indicates that mariner has a general ability to “par-
asitize the eukaryotic genome” (Gueiros-Filho and Beverley 1997), perhaps because host
proteins are not required for successful transposition (as they are if P is to transpose).

At least two different subfamilies of mariner have been isolated from the human genome,
suggesting multiple horizontal transfers into the human genome have occurred, and Oosumi
et al. (1995) suggested that mariner could be used as a transformation vector of humans.
A mariner vector was genetically engineered to make it more active in humans; through
genetic recombination and site-directed mutagenesis of a mariner-like defective element
from fish, a new element called Sleeping Beauty was constructed that had 25-fold higher
levels of activity in human cells than the “standard” mariner (Plasterk et al. 1999).

So far, all mariner elements discovered in humans are “molecular fossils derived from
a mariner that was long ago active in the genome of a human ancestor,” with each copy
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having multiple mutations (Robertson and Martos 1997). Robertson and Zumpano (1997)
found that mariner sequences are present in all major primate lineages and estimated that
there are about 200 copies of one (Hsmar1) in the human genome, as well as approximately
2400 copies of a derived 80-bp inverted repeat structure and about 46,000 copies of single
inverted repeats, suggesting that mariner had “a considerable mutagenic effect on past
primate genomes.”

The human genome is estimated to have been invaded by at least 14 families of TEs and
is estimated to have more than 100,000 degenerate copies of TEs (Smit and Riggs 1996).
These include elements called pogo (originally discovered in Drosophila) and Tigger, which
are related to the Tc1 and mariner TEs (Robertson 1996).

Despite the successes in transforming chickens, fish, and other organisms, rates of trans-
formation of arthropods with mariner vectors have been low (Lampe et al. 2000). Coates
et al. (1995) showed that mariner could excise in D. melanogaster, D. mauritiana, Lucilia
cuprina, and Bactrocera tryoni embryos in excision assays. Wang et al. (2000) showed that
mariner could mediate excision and transposition in Bombyx mori tissue culture cells. Later,
mariner was shown to transpose in embryos of Aedes aegypti and to transform this vector of
yellow fever with an eye-color gene (Coates et al. 1998). Mutants of the transposase gene
from the mariner isolated from the horn fly Haematobia irritans have been screened, and
some were found to have 4- to 50-fold increases in activity, indicating that mariner vectors
could be developed that are more active in arthropods (Lampe et al. 1999).

9.15.5. hobo

The hobo vector transposed in a plasmid-based excision assay in several drosophilid species
(Handler and Gomez 1995) and in cells of cabbage looper Trichoplusia ni and corn earworm
Helicoverpa zea (DeVault et al. 1996), as well as in several tephritids, Anastrepha suspensa,
Bactrocera dorsalis, B. cucurbitae, C. capitata, and Toxotrypana curvicauda (Handler and
Gomez 1996). Elements related to hobo were found in most of these tephritids. Germ-line
transformation of Drosophila virilis was mediated by hobo (Lozovskaya et al. 1996).

Excision of hobo from H. zea was stimulated by heat shocks that presumably stimulated
the production of an endogenous hobo-like transposase. The excision rate was 8- to 10-fold
higher than that seen for the normal host or other dipteran species (Atkinson et al. 1993)
and, in hindsight, could have been predicted because hobo had been found previously in
H. zea (DeVault and Narang 1994). The instability indicates the importance of checking the
target insect species’ genome to be sure that endogenous elements related to the TE vector
are lacking before conducting transformation experiments.

9.16. Cross Mobilization of TE Vectors

Laboratory assays were conducted to compare the ability of Minos, piggyBac, mariner, and
Hermes vectors to cross mobilize each other because these TEs have a wide array of family
members (Sundararajan et al. 1999). The hobo transposase functioned equally well with
hobo and Hermes substrates. On the other hand, the Hermes transposase rarely was able to
excise the hobo elements from plasmids.

The hAT family of elements (which includes TEs from widely divergent taxa, including
plants, fungi, fish, insects, and humans) appears able to function in novel hosts, and to move
horizontally relatively easily (Kidwell and Lisch 1997, Kempken and Windhofer 2001).
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These attributes make them especially desirable as vectors for inserting transgenes into
arthropods, but could be considered negative attributes from the point of view of risk assess-
ments when transgenic insects are being evaluated for release into the environment (Hoy
2000). The ability of different TEs to mobilize endemic (native) TEs (cross mobilization)
is not limited to Hermes and hobo (Sundararajan et al. 1999).

9.17. Conversion of Inactive TE Vectors to Activity

The ability of disabled TE vectors to function in transgenic arthropods also should be
evaluated before transgenic arthropods are released into the environment (Hoy 2000).
An inactivated P vector was converted to activity in a process called conversion, through
the interaction of three different P partners (Peronnet et al. 2000).

The defective P vector was converted into an active TE through a three-step process.
The defective P (unable to move) used a remote template (another P that was itself unable
to transpose because it lacked 21 bp at its 5′ end) for part of the template for the new
element. The new element also had a restored 5′ end that allows it to transpose, which
it obtained from a third element. This example provides strong evidence that the search
for homology does occur during the DNA repair process after a ds break (Peronnet et al.
2000). Conversion to activity could, in some cases, make a transgene unstable within the
transgenic insect’s genome and could pose a potential risk for horizontal gene transfer.

9.18. Suppression of Transgene Expression

A variety of transgenic plants and mammals are known to inactivate multiple copies
of genes if they produce an overexpression or abnormal transcription (Henikoff 1998).
The inactivation phenomenon is thought to be due to the evolution of systems that prevent
high levels of expression of TEs or of viruses. In fungi and plants, this gene silencing is
associated with several mechanisms: methylation of the DNA, or posttranscriptional and
transcriptional processes.

Transgene silencing has been described in D. melanogaster for the white-alcohol
dehydrogenase transgenes (Pal-Bhadra et al. 1999). Transgene silencing in Drosophila
also is associated with the production of heterochromatin (Dorer and Henikoff 1994, 1997).
Methods to eliminate transgene silencing will be necessary, or this phenomenon could
reduce the effectiveness of transgenic insects released for pest management programs
(Hoy 2000).

9.19. Other Transformation Methods

In addition to the use of TE vectors, other transformation methods have been attempted for
transforming insects, including the use of several types of viruses as vectors. Within the
past 5 years dramatic advances have been made in developing reliable, stable methods for
transforming arthropods other than Drosophila (Ashburner et al. 1998, Atkinson et al. 2001).
Despite the ability to transform a variety of arthropod species, considerable work remains
to be completed before transgenic arthropods can be used in practical pest management
programs, as will be discussed in Chapter 14.
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10.1. Overview

Resolving the molecular genetic basis of sex determination in arthropods has applications
that potentially could result in improved genetic control programs for pest insects or in useful
genetic modifications of beneficial species. Sex determination has been studied intensively
in D. melanogaster. Sex determination in D. melanogaster has three components: 1) dosage
compensation, 2) somatic sexual development, and 3) germ-line sexual development. The
primary cue for determining sex in D. melanogaster is the number of X chromosomes
relative to autosomes (A) in a cell (X:A ratio). This ratio determines somatic sex, germ-
line sex, and dosage compensation by regulating functions of sets of regulatory genes.
One model suggests that sex determination in all insects is based on modifications of the
Drosophila scheme in which sexual development is controlled by a hierarchy of key reg-
ulatory genes. At the top of the regulatory cascade is Sex lethal+ (Sxl+), which must be
ON to determine the female pathway. If Sxl+ is OFF, the male pathway is the “default”
developmental process. Sex subsequently is determined by the differential splicing of
messenger RNAs. At the end of the pathway, sex determination is influenced by a DNA
binding regulatory protein coded for by the doublesex+ gene. Although sex determination
in arthropods is clearly determined by chromosomal and genetic processes, environment
also plays a role in some. Furthermore, infectious agents, including Wolbachia, Rick-
ettsia, spiroplasmas, and viruses, are able to modify sex determination or sex ratio in
many arthropods.

10.2. Introduction

Sexual reproduction results in genetic exchange, variation, and diversity. As a result of
meiosis, genes obtained from different parents can be combined in a single descendant
(review the discussion of meiosis in Chapter 4). New genotypes thus are constructed
from preexisting variability by the mechanisms of segregation and recombination dur-
ing meiosis. Homologous chromosomes separate (segregate) randomly to yield haploid
gametes containing chromosomes derived from both the individual’s maternal and pater-
nal genomes. Recombination occurs during crossing over between paired homologous
chromosomes during meiosis and results in new assortments of alleles.

Understanding sex determination and sex allocation in insects has both fundamental
and applied applications. The evolutionary advantages of sexual reproduction and the rea-
sons why organisms vary the sex ratio of their progeny are among the most discussed
topics in evolutionary biology (for some samples, see Hamilton 1967, Hartl and Brown
1970, Maynard Smith 1978, Charnov 1982, Bull 1983, Thornhill and Alcock 1983, Lewis
1987, Michod and Levin 1988, Hamilton et al. 1990, Wrensch and Ebbert 1993, Crow
1994, Barton and Charlesworth 1998, Marin and Baker 1998, Partridge and Hurst 1998,
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Werren and Beukeboom 1998, Antolin 1999, Keightley and Eyre-Walker 2000, West et al.
2000, Rice and Chippindale 2001).

10.3. Costs and Benefits of Sexual Reproduction

Theories about the evolution of sex have focused on the advantages of the combined effects
of segregation and recombination. In a sexual population, advantageous mutations that arise
at two different loci in two parents can be combined in one individual in later generations.

10.3.1. Sexual Reproduction Has Costs

Despite the advantages of sex, sex has costs, and Crow (1994) summarized these as follows:
1) sex expends energy that could be used for other purposes; 2) males are expensive, with
50% savings possible if males were eliminated; 3) sexual selection in sexual species often
leads to maladapted traits and destructive competition for mates; 4) sexual species do not
allow the perpetuation or fixation of novel genetic types because heterozygotes often are
broken up by segregation and recombination, and changes in ploidy (such as triploids
and aneuploids) cannot go through meiosis successfully; 5) sexual species have to find a
mate, which can be a disadvantage in sparse populations, or species with limited motility,
or colonizers of a new area; 6) sexual species are prone to sexually transmitted diseases
and harmful transposons whose spread is facilitated by biparental inheritance; 7) short-
term selection is slower in sexual than asexual species; 8) sexual species cannot colonize
microhabitats without the distinctive properties of these adapted colonies being swamped
by hybridization.

10.3.2. Advantages of Sex Must Be Large

A number of theories attempt to explain why sexual reproduction persists (Crow 1994).
1) One possibility is that sex provides an ability to incorporate and accumulate favorable
mutations. Mutations that arise in an asexual species in different individuals cannot be
combined in one individual easily; successive advantageous mutations would have to occur
in the same asexual lineage, one after the other. 2) Sexual reproduction may allow the
accumulation of favorable mutations when deleterious mutations are present (whereas the
maintenance of a favorable mutation in an asexual population is dependent upon the relative
fitness of the individual in which the mutation occurs). Thus, the value of sex “lies more in
the ability to reassort existing genes as the environment changes and in the elimination of
harmful mutations” (Crow 1994).

Sexual reproduction allows harmful mutations to be eliminated. This effect is based on
a concept termed Muller’s ratchet. Muller (1964) noted that in an asexual population,
unless it is very large, it is unlikely that any individual is free of harmful mutations. In
such a population, the most fit individual is one that has only one mutation. In the next
generation, mutations occur again, and this time the most fit individual may have one new
mutation, or two in total, and the “ratchet” has turned another cog. In the absence of reverse
mutation, such a population would accumulate more and more deleterious mutations. In a
sexual population, a mutant-free type can be created by recombination.

Sexual reproduction reduces the mutation load. The deleterious effects of mutations are
related to their frequency of occurrence, not to the magnitude of their effects. The smaller
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the effect of a mutation, the more individuals it will affect before it is eliminated from
the population. Over time, the number of mutations removed per eliminated individual is
much larger in a sexual than in an asexual population and the mutation load is reduced
correspondingly.

Sexual reproduction and diploidy have evolutionary advantages by providing protection
from somatic mutations (Crow 1994). Diploidy is common in higher organisms, which
have the most extensive and highly differentiated soma. Each generation somatic tissues
develop and are identical, except for somatic mutations which are often recessive. Diploidy
thus diminishes the deleterious effects of recessive somatic mutations, which could destroy
essential cells or initiate abnormal growth. Diploidy requires passing through a single cell
each generation so the soma can begin anew without these mutations. Diploidy also permits
the efficient repair of double-stranded breaks in DNA, which repairs mutations.

10.3.3. Origin of Sex

The reasons for maintaining sexual reproduction in current populations are “likely to be
quite different from the mechanisms by which sex got started in the first place” (Crow 1994).
It is generally accepted that sex was determined initially by an allelic difference at a gene
located on a homologous pair of autosomes (Rice 1994, Lucchesi 1999). The two sexes
thus consisted of individuals heterozygous or homozygous at this sex-determining locus.
The transformation of autosomes bearing the sex-determining gene into heteromorphic
sex chromosomes (such as X and Y) is thought to have occurred by the accumulation of
mutations in the neighborhood of the sex-limited allele. The retention of such mutations is
thought to be facilitated by a reduction in the rate of recombination in the chromosome of
the individuals bearing the sex-limited allele.

Understanding the mechanisms of sex determination in insects provides insights into
the regulation of development of a significant character in eukaryotes. Such knowledge
could provide useful tools for the genetic improvement of arthropod natural enemies of
pest arthropods and weeds and for genetic modification of pests, which could improve the
methods by which genetic control programs are achieved (Shirk et al. 1988, Stouthamer
et al. 1992, LaChance 1979, Grenier et al. 1998, Heinrich and Scott 2000, Robinson and
Franz 2000). See also Chapter 14 for a discussion of genetic manipulation of pest and
beneficial arthropods.

10.4. Sex Determination Involves Soma and
Germ-Line Tissues

Sex determination involves both the soma and germ-line tissues (ovaries and testes). Sexual
dimorphism in adult insects is often extreme, with differences in setal patterns, pigmenta-
tion, external genitalia, internal reproductive systems, and behavioral patterns (Greenspan
and Ferveur 2000, Kopp et al. 2000).

How do sexually determined differences in the soma and germ line arise? The details
are becoming clear for D. melanogaster, and some information is available for a few other
economically important insects such as mosquitoes.

First, we will review the basic sex determination system in D. melanogaster. Then, sex
determination in some other insects will be described. Finally, examples will be provided
that illustrate the importance of extrachromosomal and microbial genes in modifying sex
in many arthropods.
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10.5. Sex Determination in Drosophila melanogaster

Developing an understanding of sex determination in D. melanogaster has relied on iden-
tifying a relatively few spontaneous mutants (Table 10.1), which suggests that the number
of genes involved is relatively low (Belote et al. 1985, Slee and Bownes 1990, Cline and
Meyer 1996). Sex determination in D. melanogaster involves three major components:
dosage compensation, somatic cell differentiation, and germ-line differentiation. More is
known about dosage compensation and somatic cell differentiation than about germ-line
differentiation.

10.5.1. Dosage Compensation of X Chromosomes

A basic aspect of sex determination in insects with an XY sex determining system is
dosage compensation of the X chromosomes (Baker et al. 1994). The mechanism of dosage
compensation varies in different arthropods. Dosage compensation equalizes the amount

Table 10.1. Some Genes Involved in Somatic Sex Determination and Dosage

Compensation in D. melanogaster

Gene Function

Maternal genes
daughterless+
hermaphrodite+
extramachrochaetae+
groucho+

Necessary for numerator genes to act appropriately;
da+ and her+ activate Sxl+ in female embryos.
emc+ and gro+ negatively regulate Sxl+ in female embryos.

Numerator genes
sisterless-A+
sisterless-B+
sisterless-C+
runt+

Communicate X-chromosome dose in dosage compensation.
X-linked genes involved in activating Sxl+ in females;
they “count” the number of X chromosomes and turn on
Sex-lethal+.

Zygotic genes
Sex-lethal+ Major control gene; produces a full-length protein in females;

no protein produced in males.
transformer+ Active, with tra-2+; in regulating dsx+ in females.
transformer-2+ Active in females to induce female-specific dsx+ expression and

repress male-specific dsx+ expression. Needed for spermatogenesis.
doublesex+ Active in males to repress female differentiation; in females

dsx+ represses male differentiation; loss of function mutants
result in intersexes in both males and females; a pivotal
terminal differentiation switch.

intersex+ Active in females with dsx+ product to repress male
differentiation; not needed in males.

fruitless+ Gene product is necessary in nervous system of males to
elicit normal mating behavior and development of male
muscle (muscle of Lawrence).

male-specific lethal+
msl-1+
msl-2+
msl-3+

All four genes regulate X chromosome transcription in males;
msl-2+ has no function in females. Absence of the MSL-2
protein in females prevents formation of the compensasome.

Derived from Bownes (1992), Cline and Meyer (1996), Li and Baker (1998), Marin and Baker (1998).
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of gene products produced by individuals with an XX/XY genetic system (males con-
taining one and females two X chromosomes). Dosage compensation in D. melanogaster
is achieved by hypertranscription of the single X chromosome in males (Marin et al.
2000). As a result, males produce equivalent amounts of gene product compared to females
that have two X chromosomes. By contrast, dosage compensation in the mole cricket
Gryllotalpa fossor is analogous to that in mammals; one of the two X chromosomes in
females is transcriptionally inactivated, with the inactivation occurring randomly within
each cell (Rao and Padmaja 1992). G. fossor males are XO and females are XX, and
one of the two X chromosomes in female cells is late-replicating and transcriptionally
silent.

Males (XY:AA) are aneuploid for an X, which is a large fraction of the total genome
(the Y has only a few genes on it). Aneuploidy (when the chromosomal composition in a
cell is not an exact multiple of the haploid set) is normally lethal to an organism.

In Drosophila males, hypertranscription of the single X chromosome requires the func-
tions of autosomal genes, male-specific lethal genes+ (msl+), which are under the control
of Sxl+ (Table 10.1, Figure 10.1) and some RNAs that are associated with the chromatin
(Kelley and Kuroda 2000). The MSL proteins are assembled with the RNAs in a remodeling
complex (called a compensasome) on about 100 sites on the X chromosome in males (Figure
10.1). The resulting histone H4 acetylation leads to hypertranscription (Marin et al. 2000,

Figure 10.1. Model for the regulation of dosage compensation of X chromosomes in D. melanogaster
males. MLE, MSL-l, and MSL-3 proteins are produced in both sexes. The Sxl+ gene neg-
atively regulates another gene so that no functional protein, probably MSL-2, is made in
females. In the absence of this protein, the MLE, MSL-1, and MSL-3 proteins cannot asso-
ciate stably as a “compensasome” with the X chromosome in females. The compensasome
does associate with sites on the X chromosome in males that have the histone H4 acetylated
at the lysine 16. As a result, the sole X chromosome is hypertranscribed in males.
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Smith et al. 2000). By contrast, SXL protein in females prevents removal of a female-
specific intron in the msl-2+ mRNA; without this MSL-2 protein the other MSL proteins
fail to assemble on the X chromosome and hypertranscription is prevented.

10.5.2. Somatic Sex Determination

The relative number of X chromosomes and autosomes in D. melanogaster is responsible
for the primary step in sex determination immediately after fertilization. Cells with two X
chromosomes and two sets of autosomes (2X:2A, or a ratio of 1.0) develop into females,
while diploid cells (with 1X:2A, or a ratio of 0.5) develop into males (Figure 10.2). Flies
with equal numbers of X chromosomes and autosomes (XX:AA, XXX:AAA, or X:A, or a
ratio of 1.0) develop as females. Flies with an intermediate X:A ratio (XX:AAA) develop
as intersexual flies that appear to be mosaics of discrete patches of male or female tissues.
Distinct boundaries between cells exist in Drosophila, and sex determination takes place in
individual cells (cell autonomous sex determination). Cell autonomous determination of

Figure 10.2. The general features of somatic sex determination in D. melanogaster. The ratio of X chro-
mosomes to autosomes (A) determines whether Sxl+ is ON. Sxl+ produces a protein, SXL,
that acts as a splicing factor on the RNA produced by the tra+ gene, resulting in the produc-
tion of active TRA protein. TRA, together with the product of the tra-2+ gene, determine
the female-specific splicing of the dsx+ and fruitless+ RNAs, which results in a cascade of
genes functioning to produce a female. If Sxl+ is OFF, the individual becomes a male because
male-specific products (DSXM and FRUM) of the dsx+ and fru+ genes are produced.
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sex has been assumed to be due to the lack of sex hormones in insects. However, DeLoof
and Huybrechts (1998) note that hormones are involved in the development of secondary
sexual characters in some insects.

The Y chromosome does not determine sex in D. melanogaster, although it is required for
normal spermatogenesis and fertility. At least six genes on the Y chromosome are important
in fertility, each performing a single, unique function (Hennig 1993, Hochstenbach et al.
1994). The fertility genes are greater than 1000 kb each and are highly susceptible to muta-
tions (Hackstein and Hochstenbach 1995). The large amount of noncoding repetitive DNA
on the Y appears to be selfish DNA because it has been impossible to assign any essential
function to it (Hackstein and Hochstenbach 1995). The Y chromosome is important in sex
determination in some insects (Marin and Baker 1998).

Numerator genes communicate the relative number or ratio of X chromosomes and
autosomes. Numerator genes in D. melanogaster include sisterless-A+ (sis-A+), sisterless-
B+ (sis-B+), sisterless-C+ (Sis-C+), and runt+ (Cline and Meyer 1996). Once the X:A
ratio is assessed, the activities of a relatively small number of major regulatory genes
are triggered that ultimately lead to male or female differentiation in the soma (Figure
10.2). Somatic sexual differentiation is regulated through a cascade of sex-specific events
in which RNA transcripts are differentially processed in males and females (Figure 10.2,
Table 10.1). Note that in Figure 10.2 gene products are capitalized (SXL) while the gene
(Sxl+) is italicized.

Sex-lethal+ is a key switch gene that, very early in development, affects both somatic
sexual differentiation and dosage compensation (Figure 10.2). Sex lethal+ codes for an RNA
splicing enzyme. Its action on the next gene in the cascade, transformer+, is restricted to
females in its role in sexual differentiation. Sex-lethal+ must be ON in females and OFF
in males (Figure 10.2). Once the X:A ratio is read and the Sxl+ gene is turned ON or OFF
early in embryonic development, the developmental path chosen is stable (Cline and Meyer
1996).

Sxl+ is transcribed in females in a complex manner. Two different promoters function in
somatic cells; one (the establishment promoter, SxlPe) acts very early and only for a brief
period during nuclear cycle 12 to early cycle 14, ending when somatic cells first form in the
young embryo. As this promoter shuts off, the second promoter (SxlPm) comes on in both
sexes. However, because the transcripts from this promoter require full-length SXL protein
to remove a male-specific exon, only the expression of the SxlPm in females generates
mRNAs that encode full-length SXL protein. Thus, the earliest Sxl+ transcripts differ from
later transcripts, and male transcripts are inactive because they include an extra exon that
stops the translation process. Initiation of Sxl+ expression requires the action of genes from
the mother (maternal genes such as da+, her+, emc+, gro+) (Figure 10.2). In males, the
Sxl+ master gene is OFF, and the four male-specific lethal+ autosomal genes are ON, a
combination which leads to male somatic sexual differentiation and hypertranscription of
the single X chromosome (Figure 10.1).

Maternal genes also influence the development of progeny. Maternal genes function in
one of two ways: either the mother produces a gene product that is transferred to and
stored in the egg, or the mother’s messenger RNA is transferred to and stored in the egg
and subsequently is translated by the embryo. At least four maternal X:A signal trans-
duction genes have been found, including daughterless+ (da+), hermaphrodite+ (her+),
extramachrochaetae+ (emc+), and groucho+ (gro+) (Figure 10.1, Table 10.2). Female
progeny of mothers with mutant forms of da+ fail to activate the key master gene Sxl+ and
die as embryos. Male progeny of da mothers survive because they do not require Sxl+.
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Table 10.2. Examples of Nonnuclear Influences on Sex Determination or

Sex Ratio in Arthropodsa

Arthropod species Effect
Microorganism (order) References

Arsenophonus nasoniae, Nasonia vitripennis Kills male eggs
gram-negative bacterium (Hymenoptera) Gherna et al. 1991

Bacterial male-killing in Coleoptera
Several, including: Adalia bipunctata Males killed

Rickettsia Werren et al. 1994
Spiroplasma Hurst et al. 1999a
Wolbachia (two types) Hurst et al. 1999b

Flavobacterium Coleomegilla maculata Hurst et al. 1997
Rickettsia Adalia decempunctata von der Schulenburg et al. 2001
Spiroplasma Harmonia axyridis Majerus et al. 1999
Wolbachia Tribolium madens Stevens 1993,

Fialho and Stevens 2000
Rickettsia Brachys tessellates Lawson et al. 2001

Maternal sex ratio (MSR) Nasonia vitripennis
(Hymenoptera)

Results in nearly all female progeny
Beukeboom and Werren 1992

Paternally transmitted sex ratio
factor (PSR), a supernumerary
B chromosome that is mostly
heterochromatic

Nasonia vitripennis
(Hymenoptera)

Fertilized eggs lose paternal
chromosomes; females converted
to males; transmitted only via sperm
Werren et al. 1987, Nur et al. 1988,
Beukeboom and Werren 1993

Encarsia pergandiella? Mechanism speculative
(Hymenoptera) Hunter et al. 1993

Sex-ratio condition viral? Drosophila bifasciata Death of male embryos
(Diptera) Leventhal 1968

Sex-ratio condition D. willistoni and related Males die as embryos
spiroplasmas neotropical species Ebbert 1991

(Diptera)

Sex-ratio condition Oncopeltus fasciatus Leslie 1984
(Hemiptera)

Sterility in male progeny
streptococcal L-form bacteria

Drosophila paulistorum
(Diptera)

Induction of semispecies?
Somerson et al. 1984

Thelytoky
Wolbachia

Encarsia formosa
(Hymenoptera)

Males produced after antibiotic
treatment; microorganisms restore
diploidy to unfertilized eggs, resulting
in all female progeny (thelytoky)
Zchori-Fein et al. 1992

Bacterium (EB) Encarsia pergandiella Bacterium unrelated to Wolbachia
causes thelytoky and alters host
selection behavior
Zchori-Fein et al. 2001

Thelytoky lost
maternally inherited

Trichogramma species
(Hymenoptera)

Cure with antibiotics results in
bisexual (arrhenotokous) populations

Wolbachia Stouthamer et al. 1990,
Stouthamer and Werren 1993,
Stouthamer and Luck 1993

continues
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Table 10.2. continued

Arthropod species Effect
Microorganism (order) References

Wolbachia Metaseiulus
occidentalis (Acari)

Females eliminated in
incompatible crosses
Johanowicz and Hoy 1996, 1998

Leptopilina hetrotoma
(Hymenoptera)

Triinfected strain males crossed with
uninfected or monoinfected females
result in killed female eggs;
monoinfected males crossed with
uninfected females result in reduced
progeny and more males
Vavre et al. 2000

aWolbachia also causes cytoplasmic incompatibility.

Sxl+ is the master switch gene involved in both sex determination and dosage
compensation. It regulates pre-mRNA splicing for itself and for transformer+ (tra+) and
male-specific-lethal-2+ (msl-2+). Once Sxl+ is ON in females, a second series of regula-
tory genes are important in differentiating between the alternative pathways in somatic cell
development. These secondary switch genes include transformer+ (tra+), transformer-2+
(tra-2+), intersex+ (ix+), doublesex+ (dsx+), and fruitless ( fru+) (Figure 10.2). Mutations
of tra+, tra-2+, and ix+ affect somatic sex determination in females, but are not needed
for male somatic differentiation (Table 10.1). In the absence of TRA proteins in males,
the fruitless+ gene transcript affects as many as 500 neurons in the brain (Figure 10.2),
which regulates male sexual behavior and also affects the male-specific muscle (muscle of
Lawrence, MOL) used in mating. Although tra-2+ is not needed for male differentiation,
it is critical for normal spermatogenesis in males.

The doublesex+ locus is needed for differentiation of both male and female external
morphology (Figure 10.2). The dsx+ gene is a double switch, with only one switch func-
tioning in a particular sex. When dsx+ is active in males (producing the male gene product,
DSXM), it represses female differentiation. When doublesex+ is active in females (produc-
ing DSXF), and the intersex+ gene product is present, male development is suppressed. If
dsx+ is inactivated, both male and female genes are active within a cell, which results in
an intersexual phenotype at the cellular level.

The determination of sex during embryogenesis in D. melanogaster is transmitted through
a hierarchy of regulatory genes to the terminal differentiation genes, whose products are
responsible for the sexually dimorphic traits of the adult fly (Bownes 1992). The different
activities of the regulatory genes in males and females are largely due to sex-specific dif-
ferences in RNA splicing that lead to the production of functionally different transcripts
in the two sexes (Baker 1989). The individual genes in this regulatory hierarchy not only
are themselves controlled at the level of RNA splicing but, in turn, specify the splicing
pattern of the transcripts of genes downstream in the hierarchy, producing a cascade of
RNA splicing reactions. Thus, RNA processing is an important regulatory mechanism in
this significant developmental pathway.

In addition to the sex-determination genes, there are genes whose products are responsible
for the structure and function of sexually dimorphic somatic tissues (Kopp et al. 2000).
A number of structural genes are controlled by the sex-determination regulatory pathway,
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such as the yolk polypeptide genes which are expressed in the fat body in a female-specific
manner.

10.5.3. Germ-Line Determination

Sex determination in the development of germ-line tissues in D. melanogaster is different
from that in the soma (Pauli and Mahowald 1990, Janzer and Steinmann-Zwicky 2001,
Vincent et al. 2001). Pole cells in the embryo are segregated into the posterior pole of the
insect embryo before blastoderm formation and include the progenitors (stem cells) of the
germ cells (Xie and Spradling 2000).

Components of the germ plasm (= pole plasm) are synthesized in the mother during
oogenesis by a cluster of 15 nurse cells, which are connected to the oocyte at its anterior by
cytoplasmic bridges. Pole plasm components are transported into the oocyte and translo-
cated to the posterior pole of the egg. Maternally active genes important in the production of
pole cells include cappuccino+, spire+, staufen+, oskar+, vasa+, valois+, mago nashi+,
and tudor+ (Ephrussi and Lehmann 1992). These genes also are important in the formation
of normal abdomens in Drosophila.

During embryogenesis, prospective male and female germ cells are indistinguishable, but
differentiation is begun during the larval stage, when male gonads grow larger than female
gonads because they contain more germ cells. The sexual identity of germ cells is determined
by both the X:A ratio of the germ cells and the X:A ratio of the surrounding soma (Cline and
Meyer 1996). The expression of Sxl+ in the soma is required in the female germ line. Three
genes, ovo+, ovarian tumor+ and sans fille+, are important for growth and differentiation
of female, but not male, germ cells. Thus, activation and splicing of Sex lethal+ in the ovary
is regulated by a different set of proteins from those in the soma (Vincent et al. 2001).

10.6. Are Sex Determination Mechanisms Diverse?

Sex determination mechanisms in insects appear to be diverse (Lauge 1985, Retnakaran and
Percy 1985, White 1973, Wrensch and Ebbert 1993, Werren and Beukeboom 1998). Many
insects have a genetic sex determination system, with genetic differences determining
maleness or femaleness. Others appear to have environmental sex determination, in
which there are no genetic differences between males and females but temperature or host
conditions determine the sex. For example, in a few insects the hemolymph of the mother
determines the sex of the offspring.

Ploidy levels sometimes are important in sex determination: both sexes of many
arthropods are diploid (2n, diplo-diploidy), whereas others have haploid males and diploid
females (n and 2n, haplo-diploidy or arrhenotoky). Other species consist primarily of
diploid females (thelytoky), and haploid males rarely are produced. In some species
haploid males are produced by the loss of paternally derived chromosomes after fertilization
(parahaploidy).

Males in apterygote and many pterygote insects are heterogametic (males are XO, XY,
XXO, XXY, or XYY and females are XX), but in some higher pterygotes (Trichoptera,
Lepidoptera) females may be heterogametic (ZW).

At least five different models have been proposed to explain sex determination in the
haplo-diploid Hymenoptera (Cook 1993, Beukeboom 1995, Dobson and Tanouye 1998a).
In the honey bee Apis mellifera and the parasitoid Bracon (= Habrobracon) hebetor, sex is
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determined by a series of alleles at a single locus (single locus, multiple-allele model)
(Whiting 1943). In honey bees, the single locus (probably located on chromosome 8) has
several alleles (19 so far). Individuals that are heterozygous for this locus are normal fertile
(diploid) honey-bee females, hemizygotes (unfertilized haploid eggs) became fertile drones
(males), and homozygotes are sterile diploid males with degenerated testes containing
reduced quantities of diploid sperm (Beye et al. 1996; 1999). Usually, diploid honey-bee
males are eaten by their nestmate workers.

Under the single-locus, multiple-allele model, inbreeding should produce homozygous
(diploid) males in the parasitoid Bracon hebetor. However, Heimpel et al. (1999) evaluated
the diversity of sex-determining alleles in five U.S. populations and estimated that a mini-
mum of 20 alleles were present. This high allelic diversity suggests that the production of
diploid males would be rare unless extreme inbreeding were induced.

The haplo-diploid turnip sawfly Athalia rosae ruficornis, when inbred, produced both
diploid and triploid males, suggesting that sex in this hymenopteran is determined by
the single-locus, multiple-allele system (Figure 10.3, Naito and Suzuki 1991). This
sex determination system also has been found in the parasitoid Diadromus pulchellus
(El Agoze et al. 1994), the bee Apis cerana, the sawfly Neodiprion nigroscutum, the fire
ant Solenopsis invicta, the stingless bee Melipona quadrifasciata (Cook 1993), and the
parasitoid Diadegma chrysostictos (Butcher et al. 2000).

In other haplo-diploid Hymenoptera, sex is determined by a number of alleles at a series
of loci (multiple-locus, multiple-allele model). According to this model, females must be

Figure 10.3. Multiple alleles at a single locus determine sex in the haplo-diploid hymenopteran Athalia
rosae. Under normal conditions, males are haploid and females are diploid, with females
heterozygous for the sex-determining locus (X) while males are hemizygous. If individuals
become homozygous for an allele of X, perhaps through inbreeding, they become diploid
males. (Redrawn from Bownes 1992.)
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heterozygous at one or more loci, while haploid males are hemizygous (Crozier 1971). After
inbreeding, some diploid individuals are produced, and these are males if they are homozy-
gous for all loci. These two “multiple-allele” models can be combined if the assumption
is made that the single-locus model is a special case of the multiple-locus, multiple-allele
model. Under this assumption, only one locus has an effect in the first model.

Another model suggests that sex in haplo-diploid (arrhenotokous) Hymenoptera is deter-
mined by a balance (genic balance sex determination model) between nonadditive
male-determining genes and additive female-determining genes scattered throughout the
genome (daCunha and Kerr 1957). In this model, maleness genes (m) have noncumulative
effects, but femaleness genes ( f ) are cumulative. Thus, sex is determined by the relationship
between f and m. In haploid individuals m > f, which results in a male.

10.6.1. Intraspecific Variability

Within a single species, several different sex-determining mechanisms may occur. Many
populations of the housefly, M. domestica, have five pairs of autosomes and a pair of
heterochromatic sex chromosomes; thus, females are XX and males are XY (Figure
10.4). In them, sex is determined by the presence or absence of the Y, which carries a

Figure 10.4. Sex determination in the housefly Musca domestica. Tra+ may be equivalent to da+. F+
may be equivalent to Sxl+. tra+ and Ag+ gene products are produced by the mother and
stored in the egg. In the female zygote these products activate the F+ gene. The zygote’s
tra+ gene must be active to maintain the function of F+. This leads to expression of female
differentiation genes, but the genes lower in the hierarchy are unidentified at present. The
M+ gene product is present in males, which represses the F+ gene function, so that female
differentiation genes are repressed and unknown male differentiation genes are activated.
(Modified after Bownes 1992.)
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male-determining factor, M; the X plays no important role in sex determination. In other
strains of M. domestica, both males and females are XX and have a special autosome
that may carry a male-determining factor AM that determines sex. The AM component
is located on different linkage groups (different chromosomes) in different populations.
The presence or absence of the M factor seems to be the primary signal for sex deter-
mination in these strains. Interestingly, in other strains of M. domestica, both males and
females have the M factors in the homozygous state, and the presence or absence of a
female-determining dominant factor (F ) determines sex. Finally, a dominant maternal-
effect mutation, Arrhenogenous (Ag), has been found in M. domestica that causes female
progeny to develop into fertile males. A recessive maternal-effect mutation, transformer,
causes genotypic female progeny carrying no M factors to follow the male pathway of
sexual development to varying degrees. This suggests that the normal tra+ gene product
is necessary for female determination and/or differentiation and that the gene is expressed
during oogenesis and in zygotes (Inoue and Hiroyoshi 1986). Experiments suggest that M
acts early in embryogenesis to suppress a key gene, perhaps F, whose activity is required
continuously for development of females, as is Sxl+ in Drosophila (Hilfiker-Kleiner
et al. 1993).

In the phorid fly Megaselia scalaris, the sex-determining linkage group is not fixed.
Different chromosomes serve as the sex-determining pair in different populations. Traut
and Willhoeft (1990) estimate that the male-determining factor moved to a different linkage
group, thereby creating new Y chromosomes with a frequency of at least 0.06%, which is
consistent with the hypothesis that the sex-determining factor is moving by transposition. An
alternative explanation is that mutations at multiple sex loci in the genome result in males;
however, the high rates of change (0.06%) are higher than expected if due to mutation.
The movement of male-determining genes to new chromosomes allows an analysis of sex
chromosome evolution (Traut 1994a,b). Analysis of the sex determination cascade in M.
scalaris indicates that doublesex+ is highly conserved compared to dsx+ in D. melanogaster
(Kuhn et al. 2000), but Sex-lethal+ is not functionally conserved in M. scalaris (Sievert et al.
2000). Analyses of other insects also suggest that the base of the sex determination cascade
is more highly conserved in function than the upper layer of the cascade (Figure 10.2).

10.6.2. Environmental Effects

Environmental conditions can influence sex determination in some arthropods. Many haplo-
diploid insects adjust the sex ratio of their progeny based on environmental factors. For
example, females of species in the genus Encarsia (Hymenoptera: Aphelinidae) develop as
autoparasitoids of whiteflies (which are considered the primary hosts). Males of the same
Encarsia species develop as parasitoids of Encarsia female pupae, which are considered
the secondary hosts. Virgin females deposit unfertilized eggs to produce haploid sons on
secondary hosts (females of their own species), but typically do not oviposit in primary
hosts (whiteflies), even if they are the only hosts available. When a virgin female does
deposit haploid male eggs in a primary host (whiteflies), these eggs usually do not develop,
for unknown reasons.

An unusual population of Encarsia pergandiella was found in which males could develop
on the primary whitefly host. It appears that these haploid males started out as fertilized
diploid eggs but became haploid males after the loss of the paternal set of chromosomes
shortly after fertilization. This aberrant chromosomal behavior perhaps was caused by a
supernumerary chromosome (Hunter et al. 1993).
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In the blowfly Chrysomya rufifacies (Calliphoridae), females produce either female
progeny only (thelygenic females) or male progeny only (arrhenogenic females) (Clausen
and Ullerich 1990). Thelygenic females are heterozygous for a dominant female-
determining maternal effect gene (F ′), while arrhenogenic females and males are homozy-
gous for the recessive allele ( f ). This species lacks differentiated sex chromosomes. DNA
sequence homology between the D. melanogaster da+ gene and a polytene band in the
genetic sex chromosome pair of C. rufifacies was observed by in situ hybridization, sug-
gesting that F in C. rufifacies and da+ in D. melanogaster are equivalent (Clausen and
Ullerich 1990).

10.6.3. Postzygotic Sex Determination

In several collembolans, including Sminthurus viridis and Allacma fusca (suborder Symph-
pleona), the two sexes differ by having 10 chromosomes in males and 12 in females (Dallai
et al. 1999, 2000). Sex determination in these collembolans occurs after the zygote forms
(rather than at syngamy), when two chromosomes are eliminated in the male embryos in
both the somatic and germ-line cells (Dallai et al. 2000). Oogenesis is normal, but sper-
matogenesis is unusual; daughter cells of the first meiotic division have either six or four
chromosomes. The cell receiving four chromosomes degenerates, but the cell with six
completes meiosis and produces identical sperm. At fertilization, the pronuclei with six
chromosomes fuse to form a zygote with 12 chromosomes. Male embryos then lose two
sex chromosomes during the first mitosis, resulting in 10 chromosomes. The mechanism
of chromosome elimination during early embryogenesis must be regulated by the genetic
constitution of the mother, which means that females could regulate the sex ratio of their
progeny. In fact, these species appear to have a female-biased sex ratio. Dallai et al. (2000)
suggested that this aberrant meiosis and the large number of females in these species may
be considered a step toward the evolution of parthenogenesis.

10.7. A Single Model?

Given the examples of diverse sex-determining systems, is it likely that a single model can
describe sex determination in all insects? Nothiger and Steinmann-Zwicky (1985) proposed
that all the sex determination mechanisms in insects are variations upon a theme (Figure
10.5). In their model, there is a gene equivalent to Sxl+, a repressor (R) which inactivates
Sxl+, a gene which activates Sxl+, and a gene which is equivalent to dsx+ which is expressed
in two alternative forms to interact with one or the other of the two sets of male and female
differentiation genes lower in the hierarchy.

Bownes (1992) used their model to compare the sex determination system in the housefly
(Figure 10.4). According to the Nothiger and Steinmann-Zwicky (1985) model, the male-
determining factor (M) in M. domestica would correspond to the repressor (R) of Sxl+. The
genes tra+ and Ag+ may be equivalent to da+ in Drosophila. The F gene of M. domestica
could be equivalent to Sxl+. Sxl+ is involved in dosage compensation in Drosophila, but
dosage compensation is not needed in species such as M. domestica with heterochromatic
sex chromosomes (which usually contain few coding regions) or no sex chromosomes. As a
result, insects with heterochromatic sex chromosomes or no sex chromosomes can survive
mutations of tra+, Ag+, and F; such mutations can alter sex determination but are not lethal
to one sex.
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Figure 10.5. Is there a general model for sex determination in insects? This model assumes that activators
are produced by the mother that activate an Sxl+-like gene in the zygote. Other activators may
be produced by the zygote, and the combination results in a functional Sxl+-like product in
females. Male zygotes produce a repressor of the Sxl+-like gene, and no functional product is
produced in males. Next, a dsx+-like gene is turned on in both females and males, but different
products are produced in the two sexes. The different dsx+ gene products turn on a subsequent
series of genes that result in the differentiation of either males or females. Evidence for this
general model is fragmentary at this time. (Redrawn from Bownes 1992.)

Different genera of mosquitoes have several different sex determination systems, but
these systems still may conform to the Nothiger and Steinmann-Zwicky model (Bownes
1992). Anopheles gambiae and A. culicifacies have XY males and XX females. Sex in Aedes
is determined by a dominant male-determining factor. Intersex flies with phenotypes similar
to the ix, dsx, and tra mutants of Drosophila have been found in Aedes aegypti and Culex
pipiens. Sex in Culex is determined by a single gene on an autosome; Culex gynandromorphs
have been found, suggesting that sex determination is cell autonomous, as it is in Drosophila.
The sex of some northern strains of Aedes depends upon the temperature at which they are
reared, with males transformed into intersexes at higher temperatures. This suggests that
an allele equivalent to ix+ is temperature sensitive in these populations. In Culex pipiens,
a sex-linked gene cercus (c) changes females into intersexes; these intersexes are sterile
and fail to take blood meals. It is possible that cercus+ is similar to tra+, ix+, or dsx+ of
Drosophila (Bownes 1992).

Nothiger and Steinmann-Zwicky’s (1985) model also might account for sex determination
in the haplo-diploid Hymenoptera. According to their model, the multiple alleles which
must be heterozygous to confer female development could be mutations of Sxl+. These
mutations produce an inactive gene product and lead to male development when they are
in the homozygous or hemizygous state. However, the different alleles must, in some way,
complement each other so that when two different mutations are present in a diploid they
are able to make a functional product to produce a female.
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Sexual differentiation among different organisms (flies, nematodes, and mammals) has
superficially similar patterns of hierarchical control (for reviews, see Marin and Baker 1998,
McAllister and McVean 2000). Comparative genetic analysis suggests that the functions of
tra-2+ and dsx+ may be conserved throughout higher eukaryotes. Sex-determining mecha-
nisms are, however, variable, and the function of Sxl+ is not conserved among all arthropods.

10.8. Meiotic Drive Can Distort Sex Ratios

Meiotic drive alters the assortment of chromosomes during meiosis so that certain chromo-
somes are inherited more frequently than expected (>50%). Meiotic drive most frequently
is observed when sex chromosome allocation is disrupted (sex chromosome meiotic drive)
so that the sex ratio is altered. Whether meiotic drive mechanisms actually modify sex
chromosome distribution more frequently is unknown (Lyttle 1993).

Sex chromosome meiotic drive has been found most often in the Diptera, including the
Drosophila obscura, melanica, tripunctata, testacea, melanogaster, and quinaria groups,
mosquitoes (Aedes and Culex), sciarid flies, and stalk-eyed flies (Diopsidae) (Jiggins et al.
1999). The frequency of meiotic drive in other insects is unclear (Jiggins et al. 1999, Jaenike
2001). Three examples of sex chromosome meiotic drive in Diptera are described below,
including Segregation Distorter (SD) in Drosophila, male drive in the mosquitoes Aedes
aegypti and Culex quinquefasciatus, and meiotic drive in stalk-eyed flies.

10.8.1. Segregation Distorter (SD)

In Drosophila melanogaster the SD phenotype is present at low, but stable, frequencies
in most field populations. D. melanogaster males heterozygous for the (SD) chromosome
(SD/SD+) may produce only progeny with the SD chromosome, instead of half with SD
and half with SD+, because of the failure of sperm with the SD+ chromosome to mature
(Ashburner 1989, Ganetzky 2000). Segregation distortion occurs because the nuclei of the
sperm with the normal SD+ chromosome fail to condense normally at sperm maturation.
Another gene, the Enhancer locus of SD, E(SD), is required for the full expression of meiotic
drive.

The SD “locus” actually consists of two overlapping genes, one called HS2ST and one
called RanGAP. RanGAP is an essential component of a system that transports proteins and
RNA molecules into and out of the cell’s nucleus. Both HS2ST and RanGAP actually are
present twice on the SD chromosome, as opposed to once on SD+ chromosomes, and the
tandem duplication is necessary for the segregation distortion (Palopoli et al. 1994). Both
genes appear normal in the right hand copy, but the RanGAP gene on the left lacks the last
234 amino acids (Merrill et al. 1999, Ganetzky 2000).

10.8.2. Distorter in Mosquitoes

Meiotic drive has been described in the mosquitoes Aedes aegypti and Culex quinquefas-
ciatus. In both species, a Y-linked gene results in excess males (Wood and Newton 1991).
Excess males are produced because X chromosomes are broken during meiosis in males, and
thus fewer X than Y chromosomes are transmitted in the sperm, leading to the production
of fewer female embryos. The Distorter gene (D) is linked closely to the sex locus m/M
and causes the chromosome breakage. Additional genes are involved, and sensitivity to
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Distorter is controlled by m, the female-determining locus. In some strains, sensitivity
is influenced by a second sex-linked gene t. Yet another sex-linked gene A enhances the
effect of Distorter. Distorter has been found in mosquito populations from Africa, America,
Australia, and Sri Lanka, but resistance to it is widespread.

10.8.3. Female-Biased Sex Ratios in Stalk-Eyed Flies

Extreme female-biased sex ratios are found in two sister stalk-eyed fly species, Cyrtodiopsis
dalmanni and C. whitei (Diopsidae), due to a meiotic drive element on the X chromosome
(Presgraves et al. 1997). Eye stalks are more exaggerated in males than in females
(Wilkinson et al. 1998), and females prefer to mate with males with a long eye span.
The long stalks appear to indicate to the female that the male either lacks meiotic drive or
can suppress the meiotic drive, thereby increasing the female’s fitness by avoiding a biased
sex ratio in her progeny (Wilkinson and Reillo 1994). Apparently, there are both autosomal-
and Y-linked polymorphisms for resistance to the meiotic drive.

10.8.4. Meiotic Drive as a Pest Management Tool?

Meiotic drive operates as an evolutionary force that can cause an increase in the population
frequency of the allele or chromosome which is favored in transmission, even if it confers
a disadvantage on its carriers. It has been proposed that meiotic drive might be used to
introduce new genes (such as cold-sensitive lethal genes, insecticide-susceptibility genes,
or behavior-altering genes that would reduce the negative effects of mosquitoes on humans)
into natural populations as a method to achieve control of these important vectors of disease
(Wood and Newton 1991). However, much remains to be learned about the stability of
meiotic drive mechanisms and the conditions under which they might function in pest
management programs.

10.9. Hybrid Sterility

When different species are crossed, hybrid progeny sometimes are produced. However, the
progeny may have altered sex ratios, with one sex absent, rare, or sterile. The missing or
sterile sex is usually the heterogametic sex (Laurie 1997). This phenomenon is known as
Haldane’s Rule. Hurst and Pomiankowski (1991) suggest that Haldane’s Rule only occurs
in taxa with sex chromosome-based meiotic drive, such as the Lepidoptera and Diptera.
Thus, Haldane’s rule may be accounted for in some insects by a loss of suppression of sex
ratio distorters when in the novel nuclear cytotype of the hybrid.

Sex ratio distorters that result in unisexual sterility in crosses between different species
have been found in many species of Drosophila, the dipterans Musca domestica and
Glossina morsitans, the hemipteran Tetraneura ulmi, and Lepidoptera (Acraea encedon,
Maniola jurtina, Danaus chrysippus, Philudoria potatoria, Mylothris spica, Abraxus
grossulariata, Talaeporia tubulosa) (Hurst and Pomiankowski 1991).

10.10. Medea in Tribolium

A new class of selfish genes, Medea, was found in the flour beetle Tribolium castaneum
(Beeman et al. 1992). Medea causes a “Maternal-Effect Dominant Embryonic Arrest” that
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results in the death of zygotes that do not carry it. If a mother carries Medea, any of her
offspring who lack this gene die before they pupate. Females who are heterozygous for
Medea lose half their progeny if they mate with a wild-type male and one-fourth of their
progeny when mated to a heterozygous male. It was hypothesized that Medea could lead
to reproductive isolation and speciation in T. castaneum.

A survey of wild populations of T. castaneum from Europe, North and South America,
Africa and Southeast Asia showed that four different Medea alleles were widespread, but
absent or rare inAustralia and the Indian subcontinent (Beeman and Friesen 1999). Thomson
and Beeman (1999) suggest that Medea factors are absent from India because a hybrid
incompatibility factor (H) is found in the T. castaneum populations in India. Apparently H
and Medea strains of T. castaneum are incompatible.

10.11. Cytoplasmic Agents Distort
Normal Sex Ratios

A number of cytoplasmically transmitted organisms (bacteria, viruses, protozoans) alter
the “normal” sex-determining mechanism(s) in arthropods (Table 10.2). Most are inherited
primarily through the oocyte of the mother (cytoplasmically inherited). Cytoplasmic agents
that can manipulate their host’s sex ratio and promote their own spread are called cytoplas-
mic sex ratio distorters. The spread of a cytoplasmic sex ratio distorter often reduces the
fitness of its host and can drive populations to extinction. Sex ratio distorters are usually
suspected if crosses produce a heavily female-biased sex ratio, although meiotic drive and
hybrid dysgenesis agents are other possible mechanisms (Hurst 1993).

Ebbert (1991, 1993) described at least 50 cases in which cytoplasmically inherited organ-
isms alter sex ratios in the Diptera, Heteroptera, Coleoptera, Lepidoptera, andAcari (mites).
Such sex ratio distorters may be widespread, but undetected, in other arthropods because
sex ratios rarely are assessed by making single-pair crosses. Transmission rates of these
agents typically are high, although a few progeny may fail to become infected. The altered
sex-ratio conditions are found in natural populations at frequencies ranging from “low to
high.” The infections may reduce fitness of the hosts and reduce egg hatch or larval survival
in the progeny of infected females.

10.11.1. Spiroplasmas

The sex ratio condition of Drosophila willistoni, and related neotropical willistoni group
species, is due to a spiroplasma (Ashburner 1989, Williamson et al. 1999). The spiro-
plasmas are maternally inherited, transovarially transmitted, and lethal to male embryos.
Spiroplasmas can be transmitted between species by injecting hemolymph, but spiroplasmas
from different species are different, and a different virus is associated with each spiroplasma.
When spiroplasmas from different species are mixed, they clump because the viruses lyse
the spiroplasmas of the other species.

10.11.2. L-Form Bacteria

The Drosophila paulistorum complex contains six semispecies (subgroups derived from
a single species that are thought to be in the process of speciation) that do not normally
interbreed. When they are crossed in the laboratory, fertile daughters and sterile sons are
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produced. Streptococcal L-forms (bacteria) that are associated with the sterility have been
isolated and cultured in artificial media (Somerson et al. 1984). The L-forms are transferred
through the egg cytoplasm, and each semispecies appears to have a different microorganism.
The L-forms can be microinjected into females and can produce the expected male sterility.
This suggests that an L-form normally has a benign relationship with its own host; however,
if it is transferred to a closely related host, sterility is induced.

10.11.3. Wolbachia

These rickettsial-like bacteria are one of the most commonly described cytoplasmically
inherited microorganisms in arthropods. Wolbachia are gram-negative rods that cannot be
cultured easily outside their hosts. They are widespread: 17 to 76% of all arthropod species
contain them (Werren et al. 1995, Werren 1997, Jeyaprakash and Hoy 2000). Knowledge of
the evolution and physiological and phenotypic effects of Wolbachia on most of their hosts
remains limited (Rigaud 1999). One of their effects in arthropods is to alter sex ratio (Rigaud
and Rousset 1996, O’Neill et al. 1997, Bourtzis and O’Neill 1998, Cook and Butcher 1999,
Stouthamer et al. 1999, Vavre et al. 2000, Stevens et al. 2001). An overview of Wolbachia
as endosymbionts was provided in Chapter 4, so this discussion will focus on the effects of
Wolbachia on sex determination and sex ratio.

Wolbachia infect isopods (Crustacea), including Armadillidium album, Ligia oceanica,
A. nasatum, Porcellionides pruinosus, Chaetophiloscia elongata, and Spaeroma rugicauda
(Rigaud and Rousset 1996). Some Wolbachia-infected isopods produce female-biased
broods because the Wolbachia change genetic males (homogametic ZZ individuals) into
functional “females.” These ZZ individuals are chromosomally male, but phenotypically
appear and function as females. “Daughters” of infected mothers produce all-female or
highly female-biased progeny, resulting in isopod lineages that are chromosomally males
(ZZ) but are functional females (Rigaud and Rousset 1996). Interestingly, there has been
speculation that some Wolbachia genes have been transferred to the isopod nuclear
genome—reminiscent of the movement of genes over evolutionary time from the mitochon-
drion (originally a microbial symbiont) to the nuclear genome of eukaryotes. It will be inter-
esting to learn if anyWolbachia genes have been transferred to the nuclear genome of insects.

Wolbachia can cause thelytoky, male killing, cytoplasmic incompatibility, and female
mortality in arthropods (Bandi et al. 1999, Rousset and Raymond 1991, Stouthamer 1997,
Majerus et al. 1999, Vavre et al. 2000). Some Wolbachia improve fertility or vigor while
others appear to decrease these traits in their hosts. Some species appear to have Wolbachia
only in their germ line (ovaries and testes), whereas others have Wolbachia in somatic
tissues as well (Dobson et al. 1999). Large numbers ofWolbachia have been found in ovaries
and testes of populations with cytoplasmic incompatibilities. Cytoplasmic incompatibility
occurs when Wolbachia-infected males mate with uninfected females, resulting in a failure
to produce progeny in diplo-diploid species. The reciprocal cross should produce a normal
number of progeny (described in Chapter 4).

Wolbachia may case thelytoky in the Hymenoptera, which typically are arrhenotok-
ous (Stouthamer 1997). Wolbachia-induced thelytoky (parthenogenesis in which only
females are known) has been found in the Tenthredinoidea, Signiforidae, and Cynipoidea
(Stouthamer 1997), as well as at least 70 species of parasitoids (Aphelinidae, Encyr-
tidae, Eulophidae, Pteromalidae, Torymidae, Trichogrammatidae, Cynipidae, Eucoilidae,
Braconidae, Ichneumonidae, Proctotrupoidae) (Stouthamer 1997, Cook and Butcher 1999).
A number of hymenopteran parasitoid species have arrhenotokous and thelytokous strains.
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In thelytokous populations of parasitoids, unfertilized eggs give rise to females. Anumber
of thelytokous parasitoids (Ooencyrtus submetallicus, Pauridia peregrina, Trichogramma
sp., Ooencyrtus fecundus) produce a few males, usually less than 5%, when reared at tem-
peratures over 30◦C (Stouthamer 1997), suggesting incomplete transmission of Wolbachia
or a low titer of Wolbachia. Sometimes, these rare males have been shown to mate and
transfer sperm to conspecific females, indicating that the males retained normal vigor and
fertility. In other cases, the rare males were infertile, suggesting that the Wolbachia infec-
tion had existed for a long time in the population, which could have relaxed selection
for essential fertility genes over evolutionary time. In addition to heat, several antibiotics
(tetracycline hydrochloride, sulfamethoxazole, and rifampin) can induce the production of
males in some thelytokous parasitoid populations.

The cytogenetic changes that occur during meiosis to restore an unfertilized haploid egg
to diploidy (thus permitting thelytoky) have been studied in Trichogramma. In the eggs
of Wolbachia-infected Trichogramma females, meiosis progresses to the stage of a single
haploid pronucleus and the diploid chromosome number is restored during the first mitotic
division. Thus, during anaphase, the two identical sets of chromosomes do not separate,
and the result is a single nucleus containing two copies of the same set of chromosomes,
resulting in a female that is completely homozygous at all loci (Stouthamer 1997).

How might parasitoids (or other insects) be infected with Wolbachia? Phylogenetic anal-
ysis of Wolbachia suggests that both horizontal and vertical transfer of Wolbachia occurs
among insects (Jeyaprakash and Hoy 2000). Horizontal transmission of thelytoky-inducing
Wolbachia from one parasitoid strain to another within a shared lepidopteran host was
demonstrated by Huigens et al. (2000). Offspring of uninfected Trichogramma females can
acquire sufficient thelytoky-inducing Wolbachia to express the trait when they share a host
egg with progeny of Wolbachia-infected females. The process by which the uninfected
Trichogramma larvae acquire the Wolbachia remains unclear. However, this intraspe-
cific horizontal transfer suggests that interspecific horizontal transfers from parasitoid to
parasitoid could occur when the parasitoids share a common host.

Wolbachia infections causing thelytoky are hypothesized to be a mechanism that con-
tributes to the process of speciation. For example, some populations of the parasitoid
Encarsia formosa no longer have males, so that these populations essentially become
clonal and over time could differentiate genetically. Wolbachia-induced incompatibility
is thought to precede hybrid incompatibilities in the parasitoid Nasonia (Bordenstein et al.
2001). Under this scenario, an uninfected ancestral population gives rise to two geographi-
cally isolated daughter populations. If each population is infected with a different strain of
Wolbachia, the populations could become reproductively isolated as a result of their infec-
tions. The role of Wolbachia in speciation is controversial and, according to some, unproven
(Werren 1997, Hurst and Schilthuizen 1998, Shoemaker et al. 1999, Rokas 2000).

Wolbachia can influence mating behavior and kill males in populations of the butterfly
Acraea encedon across Africa. In many populations, females produce only female progeny,
while other populations produce both males and females in a normal 1:1 sex ratio. The
production of all-female progeny is caused by a Wolbachia that kills males (Jiggins et al.
1998). A. encedon typically deposit clutches of 50 to 300 eggs, and newly hatched larvae
often cannibalize unhatched eggs, only gradually dispersing into smaller groups. Jiggins
et al. (1998) speculated that the evolution of male-killing byWolbachia may be favored when
the behavior and ecology of a species makes antagonistic interactions between siblings or sib
cannibalism likely. Under field conditions, Wolbachia infections in A. encedon females may
result in populations with a serious shortage of males. As a consequence, the mating behavior
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of Wolbachia-infected A. encedon has been altered. Normally, males seek out and compete
for individual females near larval food plants. However, when male-killing Wolbachia are
present in high frequency in a population, females instead form dense aggregations in grassy
areas near trees, perhaps to attract rare males as mates.

Wolbachia have been proposed as “drive” mechanisms to introduce transgenes into
arthropod populations (Turelli and Hoffman 1999).

10.12. A Mite Consisting Only of Haploid Females

The false spider mite Brevipalpus phoenicis (Acari: Tenuipalpidae) has been found to con-
sist entirely of females that have only a haploid chromosome set (Weeks et al. 2001).
This unusual genetic system is due to the presence of an endosymbiotic bacterium (not
Wolbachia) which has feminized haploid males. An analysis of 16S ribosomal DNA
sequences suggests the bacterium’s closest relative is an undescribed endosymbiont found
in the tick Ixodes scapularis. If female mites are treated with antibiotics, about half
their progeny become male. How the bacterium induces feminization of genetic males
is unknown.

10.13. Paternal Sex Ratio Chromosomes and
Cytoplasmic Incompatibility in Nasonia

Sex ratio in the parasitoid Nasonia vitripennis can be altered by at least two different mecha-
nisms. Some natural populations of N. vitripennis carry a supernumerary or B chromosome
that causes a condition called paternal sex ratio (PSR). B chromosomes are found in many
plant and animal species and are small nonvital chromosomes consisting mostly of hete-
rochromatin. B chromosomes have few genes and often cause a small fitness cost to their
host, making them “selfish” genetic elements. Some B chromosomes are thought to be
derived from normal chromosomes and may be transmitted at higher rates than expected,
exhibiting “drive” (Jones and Rees 1982).

The PSR chromosome is carried only by male N. vitripennis and is transmitted via sperm
to fertilized eggs. After an egg is fertilized by a PSR-bearing sperm, the paternally derived
chromosomes condense into a chromatin mass and are lost, leaving only the maternal
chromosomes. The PSR chromosome itself survives, changing fertilized diploid (female)
eggs into haploid PSR males. PSR is unusual in its ability to destroy the genome of its
carrier each generation (Werren et al. 1987, Nur et al. 1988, Beukeboom and Werren 1992,
1993, Beukeboom et al. 1992, Reed and Werren 1995).

Where did the PSR chromosome come from? The PSR chromosome has sequences
that are homologous with autosomal sequences of Nasonia giraulti, N. longicornis, and
Trichomalopsis dubius, but not with N. vitripennis (Eickbush et al. 1992). The PSR chro-
mosome could have been present prior to the divergence of the genera Trichomalopsis
and Nasonia (Eickbush et al. 1992). Alternatively, PSR may have crossed the species bar-
rier more recently (horizontal transfer) through a series of interspecific transfers between
species capable of mating (Dobson and Tanouye 1998b). Experimental interspecific trans-
fer of the PSR was successful after these species were cured of Wolbachia, which causes
cytoplasmic incompatibility between them (Dobson and Tanouye 1998b). The transferred
PSR chromosome continued to function in both recipient species.
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The sex ratio of Nasonia vitripennis is modified by other non-Mendelian factors,
including “Son-killer,” a maternally transmitted bacterium that prevents development of
unfertilized male eggs, and “Maternal Sex Ratio,” a cytoplasmically inherited agent that
causes female wasps to produce nearly 100% daughters.

10.14. Male Killing in Coccinellidae

Male killing is associated with a variety of microorganisms. The Coccinellidae appear
particularly prone to invasion by male-killing endosymbionts, with four different groups
(Rickettsia, Spiroplasma, Flavobacteria, and Wolbachia) identified (Majerus and Hurst
1997, Majerus et al. 1999, Hurst and Jiggins 2000). Coccinellids may be especially suscep-
tible to invasion by and establishment of male-killing microbes because of their biology.
Coccinellids feed on aphids and lay eggs in tight batches, which promotes sibling egg
cannibalism and significant levels of mortality of newly hatched larvae due to starvation
(Majerus et al. 1999).

The evolution of male killing may have evolved because the bacteria are almost exclu-
sively transmitted vertically from mother to eggs. As a result, bacteria in male hosts are at
an evolutionary dead end, so male-killing has a fitness cost of zero from the bacterial point
of view (Randerson et al. 2000). Furthermore, the death of male embryos could augment
the fitness of the remaining female brood by providing food to those females carrying the
clonal relatives of the male-killing bacteria (Randerson et al. 2000).

10.15. Sex and the Sorted Insects

Resolving the molecular genetics of sex determination in arthropods and learning how to
modify sex ratio or fertility will have both theoretical and applied applications and could lead
to improved genetic control of pests or useful genetic modifications of beneficial biological
control agents.

10.15.1. Genetic Control

Genetic control of pest insects represents an attractive alternative to chemical control in
terms of safety, specificity, and the limited negative impact it has upon the environment.
The screwworm (Cochliomyia hominivorax) eradication campaign demonstrates what can
be achieved with mass releases of males sterilized by irradiation (Box 10.1). The prin-
ciple of sterile insect releases has been applied to other pest insect species, including the
Mediterranean fruit fly (Ceratitis capitata), tsetse flies (Glossina palpalis and G. morsitans),
mosquitoes (Anopheles albimanus), codling moth (Cydia pomonella), and ticks (LaChance
1979).

Sterile insect release programs usually require only males, but both sexes must be reared.
Not only is it expensive to rear large numbers of “useless” females, but, in the case of
species that vector disease or annoy or bite humans or domestic animals, it is undesir-
able to release any females, sterile or not! As a result, various genetic methods have been
used to develop “genetic sexing strains,” strains that make it easy to separate males and
females. For example, slight differences in size or color of pupae have been used to sort
out the undesirable females during mass rearing. Most genetic sexing strains are based on



306 10. Sex Determination in Insects

Box 10.1. Eradication of the screwworm from
North America

The genetic control method used to eradicate the screwworm Cochliomyia homini-
vorex is called the “sterile insect release method” (SIRM) or “sterile insect
technique” (SIT). The SIRM involves mass rearing and sterilization of males by
chemicals or irradiation, and their subsequent release to mate with wild females.
Because females of the screwworm mate only once, any wild female mating with
a sterile male fails to contribute progeny to the next generation (Knipling 1955).
When an excess of sterile males (compared to the number of wild males) is released,
populations decline in a predictable manner, ultimately becoming extinct. Because
absolute population densities of C. hominivorex were often low in the United States,
the number of sterile males that had to be released could be produced in “fly
factories.”

The screwworm eradication program was initiated in Florida with small-scale trials
on Sanibel Island in 1951. The results were promising, and the project was geared
up to cover the state of Florida and then the southeastern United States. The screw-
worm was declared eradicated from the southeastern United States in 1959, one year
ahead of schedule. Eradication was achieved in a surprisingly short time because of
the combined effects of a severe winter in Florida during 1957–1958, which greatly
reduced the overwintering screwworm population, and a 17-month eradication pro-
gram beginning in July 1958 that cost approximately $7 million and involved the
release of almost 9 billion sterile screwworm flies over an area of approximately
56,000 square miles (Meadows 1985).

Since 1959, the livestock industries of Florida and adjacent states have saved at
least $20 million each year because the screwworm is no longer present; actual benefits
are even greater in today’s dollars (Meadows 1985). Furthermore, the elimination
of losses due to the deaths of livestock and the elimination of labor and control
costs are only part of the benefits; loss of wildlife to screwworm attack also was
eliminated.

The success of the SIRM program in the southeastern United States led the cattle
growers of Texas to mount, in collaboration with the state and the U.S. Department
of Agriculture, a similar but much more ambitious program in the southwestern
United States in the 1960s (Bushland 1985). This program required more time and
effort because the area in which the screwworm was to be eradicated bordered on a
front 2400 kilometers long, stretching from the Gulf of Mexico to the Pacific Ocean.
Despite this challenge, and some setbacks with quality control and reinvasion of
flies from Mexico, both Texas and New Mexico were declared “screwworm free” in
1964.

The SIRM program was moved intoArizona and California in 1965, and by 1966 the
entire United States could be declared free of screwworms. To reduce the likelihood
that the screwworm would reinvade the United States from Mexico, the program was
expanded into Mexico in 1972, with the goal of eradicating the screwworm all the
way south to the Isthmus of Tehuantepec (Pineda-Vargas 1985).

After successfully eliminating the pest in Mexico, the SIRM program was expanded
to cover all of Central America (Snow et al. 1985, Wyss 2000). Screwworms were
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Box 10.1. continued

eliminated from Guatemala between 1988 and 1994, from Belize between 1988 and
1994, from El Salvador between 1991 and 1995, from Honduras between 1991
and 1996, from Nicaragua between 1992 and 1998, from Costa Rica between 1995
and 1999, and from Panama between 1997 and 2000. These eradication programs
were carried out so that a barrier zone could be set up at the 90-km-wide Isthmus of
Panama, which is easier to maintain compared to the 2400-km border that the United
States and Mexico share. This barrier zone is being maintained by a combination of
quarantines and mass releases of sterile screwworms.

Benefits of this massive, and expensive, screwworm eradication program are great
(Wyss 2000). In 1996, the producer benefits in the United States, Mexico, and Central
America were estimated to be $796 million, $292 million, and $77.9 million annually,
respectively. These benefits were due to decreases in deaths of livestock, reduced
veterinary services, medicines, insecticides, inspections and handling costs, as well
as increases in meat and milk production. The estimated benefit-to-cost ratios for the
eradication programs average 12.2:1 for Central America to 18:1 for the United States
and Mexico (Wyss 2000).

maintaining marker genes (such as white pupa or a temperature-sensitive lethal) within
translocations. However, because translocations can undergo recombination in the region
between the translocation breakpoint and the marker gene, the strains are not completely
stable. As a result, if no practical means exist to remove the recombinants, an increasing
number of undesirable females will be reared and released.

Ideally, a genetic sexing method would produce only males of high quality and vigor to
compete with wild males for female mates. Because an all-male colony will be difficult to
maintain (!), this character ideally would be a conditional trait, perhaps dependent upon
temperature or some other environmental cue. Developing genetic sexing systems based
on transgenic methods could result in more stable lines than those based on translocations.
Likewise, developing transgenic methods to cause male sterility also could be beneficial
to an SIRM program. Sterilizing males by irradiation makes them less fit because it causes
general somatic damage. Eliminating this fitness loss could allow fewer males to be released,
also resulting in a significant savings in program costs.

An unusual approach to obtaining sterile males for genetic control programs involves
producing sterile backcross males (Makela and Huettel 1979). Viable hybrid progeny are
produced when Heliothis virescens male and H. subflexa female moths mate; all F1 females
are fertile when backcrossed to males from either parental species. However, most of the F1
males are sterile, and if hybrid females are backcrossed through successive generations to
H. virescens males, all male progeny will be sterile in later generations. Maternal inheritance
is involved in this hybrid male sterility, but the precise mechanism remains controversial.
One potential mechanism is based on incompatibility between sperm mitochondria in back-
cross males and the cytoplasm, which is derived from the mothers (Miller et al. 1986). An
alternative explanation is that incompatibility is caused by interactions between maternally
inherited microorganisms and the paternal genetic material in the nucleus. Evidence for this
hypothesis is based on the analysis by the PCR of 16S rRNAsequences from microorganisms
associated with H. virescens and H. subflexa (Krueger et al. 1993).
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10.15.2. Genetic Improvement of Parasitoids

Genetic improvement of parasitoids reared for augmentative biological control could be
achieved if the proportion of females produced in the rearing program could be increased.
Experiments have been conducted to determine if it is possible to artificially transfer
thelytoky-inducing strains of Wolbachia from one Trichogramma species to another so
that the new strain could be improved by increasing the proportion of female progeny
(Grenier et al. 1998). Wolbachia isolated from T. pretiosum was transferred by microinjec-
tion into the pupae of an uninfected species, T. dendrolimi. The Wolbachia were found in the
recipient species 26 generations after the transfer, but only a partial level of thelytoky was
observed, perhaps because the density of symbionts was too low or because symbiont–host
interactions interfered with the expression of the thelytoky phenotype.

References Cited

Antolin, M. F. (1999). A genetic perspective on mating systems and sex ratios of parasitoid wasps. Res. Popul.
Ecol. 41: 29–37.

Ashburner, M. (1989). Drosophila. A Laboratory Handbook. Cold Spring Harbor Laboratory Press, Cold Spring
Harbor, NY.

Baker, B. S. (1989). Sex in flies: the splice of life. Nature 340: 521–524.
Baker, B. S., M. Gorman, and I. Marin (1994). Dosage compensation in Drosophila. Annu. Rev. Genet. 28:

491–521.
Bandi, C., B. Slatko, and S. L. O’Neill (1999). Wolbachia genomes and the many faces of symbiosis. Parasitol.

Today 15: 428–429.
Barton, N. H., and B. Charlesworth (1998). Why sex and recombination? Science 281: 1986–1990.
Beeman, R. W., and K. S. Friesen (1999). Properties and natural occurrence of maternal-effect selfish genes

(“Medea” factors) in the red flour beetle, Tribolium castaneum. Heredity 82: 529–534.
Beeman, R. W., K. S. Friesen, and R. E. Denell (1992). Maternal-effect selfish genes in flour beetles. Science 256:

89–92.
Belote, J. M., M. B. McKeown, D. J. Andrew, T. N. Scott, M. F. Wolfner, and B. S. Baker (1985), pp. 605–614.

In: Molecular Biology of Development. Vol. 50. Cold Spring Harbor Symp. Quant. Biol. Cold Spring Harbor
Laboratory Press, Cold Spring Harbor, NY.

Beukeboom, L. W. (1995). Sex determination in Hymenoptera: a need for genetic and molecular studies. BioEssays
17: 813–817.

Beukeboom, L. W., and J. H. Werren (1992). Population genetics of a parasitic chromosome: experimental analysis
of PSR in subdivided populations. Evolution 46: 1257–1268.

Beukeboom, L. W., and J. H. Werren (1993). Deletion analysis of the selfish B chromosome, paternal sex ratio
(PSR), in the parasitic wasp Nasonia vitripennis. Genetics 133: 637–648.

Beukeboom, L. W., K. M. Reed, and J. H. Werren (1992). Effects of deletions on mitotic stability of the paternal-
sex-ratio (PSR) chromosome from Nasonia. Chromosoma 102: 20–26.

Beye, M., R. F. A. Moritz, R. H. Crozier, and Y. C. Crozier (1996). Mapping the sex locus of the honeybee (Apis
mellifera). Naturwissenschaften 83: 424–426.

Beye, M., G. J. Hunt, R. E. Page, M. K. Fondrk, L. Grohmann, and R. F. A. Moritz (1999). Unusually high
recombination rate detected in the sex locus region of the honey bee (Apis mellifera). Genetics 153: 1701–1708.

Bordenstein, S. R., F. P. O’Hara and J. H. Werren (2001). Wolbachia-induced incompatibility precedes other hybrid
incompatibilities in Nasonia. Nature 409: 707–710.

Bourtzis, K., and S. O’Neill (1998). Wolbachia infections and arthropod reproduction. BioScience 48: 287–293.
Bownes, M. (1992). Molecular aspects of sex determination in insects, pp. 76–100. In: Insect Molecular Science.

J. M. Crampton and P. Eggleston, Eds. Academic Press, London.
Bull, J. J. (1983). Evolution of Sex Determining Mechanisms. Benjamin/Cummings, London.
Bushland, R. C. (1985). Eradication program in the southwestern United States, pp. 12–15. In: Symposium on

Eradication of the Screwworm from the United States and Mexico. O. H. Graham, Ed. Misc. Publ. (62).
Entomol. Soc. Amer., College Park, MD.



References Cited 309

Butcher, R. D. J., W. G. F. Whitfield, and S. F. Hubbard (2000). Single-locus complementary sex determination in
Diadegma crysostictos (Gmelin) (Hymenoptera: Ichneumonidae). Heredity 91: 104–111.

Charnov, E. (1982). The Theory of Sex Allocation. Princeton University Press, Princeton, NJ.
Clausen, S., and F. H. Ullerich (1990). Sequence homology between a polytene band in the genetic sex chromo-

somes of Chrysomya rufifacies and the daughterless gene of Drosophila melanogaster. Naturwissenschaften
77: 137–138.

Cline, T. W., and B. J. Meyer (1996). Vive la difference: males vs females in flies vs worms. Annu. Rev. Genet.
30: 637–702.

Cook, J. M. (1993). Sex determination in the Hymenoptera: a review of models and evidence. Heredity 71:
421–435.

Cook, J. M., and R. D. J. Butcher (1999). The transmission and effects of Wolbachia bacteria in parasitoids. Res.
Popul. Ecol. 41: 15–28.

Crow, J. F. (1994). Advantages of sexual reproduction. Dev. Genet. 15: 205–213.
Crozier, R. H. (1971). Heterozygosity and sex determination in haplo-diploidy. Am. Naturalist 105: 339–412.
Dallai, R., P. P. Fanciulli, and F. Frati (1999). Chromosome elimination and sex determination in springtails

(Insecta, Collembola). J. Exp. Zool. 285: 215–225.
Dallai, R., P. P. Fanciulli, and F. Frati (2000). Aberrant spermatogenesis and the peculiar mechanism of sex

determination in Symphypleonan Collembola (Insecta). Heredity 91: 351–358.
daCunha, A. D., and W. E. Kerr (1957). A genetical theory to explain sex determination by arrhenotokous

parthenogenesis. Forma et Functio 1(4): 33–36.
DeLoof, A., and R. Huybrechts (1998). “Insects do not have sex hormones”: A myth? Gen. Comp. Endocrinol.

111: 245–260.
Dobson, S. L., and M. A. Tanouye. 1998a. Evidence for a genomic imprinting sex determination mechanism in

Nasonia vitripennis (Hymenoptera: Chalcidoidea). Genetics 149: 233–242.
Dobson, S. L., and M. A. Tanouye. 1998b. Interspecific movement of the paternal sex ratio chromosome. Heredity

81: 261–269.
Dobson, S. L., K. Bourtzis, H. R. Braig, B. F. Jones, W. Zhou, F. Rousset and S. C. O’Neill (1999). Wolbachia

infections are distributed throughout insect somatic and germ line tissues. Insect Biochem. Mol. Biol. 29:
153–160.

Ebbert, M. A. (1991). The interaction phenotype in the Drosophila willistoni–spiroplasma symbiosis. Evolution
45: 971–988.

Ebbert, M. A. (1993). Endosymbiotic sex ratio distorters in insects and mites, pp. 150–191. In: Evolution and
Diversity of Sex Ratio in Insects and Mites. D. L. Wrensch, and M. A. Ebbert, Eds. Chapman, and Hall,
New York.

Eickbush, D. G., T. H. Eickbush, and J. H. Werren (1992). Molecular characterization of repetitive DNA sequences
from a B chromosome. Chromosoma 101: 575–583.

El Agoze, M., J. M. Drezen, S. Renault, and G. Periquet (1994). Analysis of the reproductive potential of diploid
males in the wasp Diadromus pulchellus (Hymenoptera: Ichneumonidae). Bull. Entomol. Res. 84: 213–218.

Ephrussi, A., and R. Lehmann (1992). Induction of germ cell formation by oskar. Nature 358: 387–392.
Fialho, R. E., and L. Stevens (2000). Male-killing Wolbachia in a flour beetle. Proc. R. Soc. London B 267:

1469–1474.
Ganetzky, B. (2000). Tracking down a cheating gene. Am. Sci. 88: 128–135.
Gherna, R. L., J. H. Werren, W. Weisburg, R. Cote, C. R. Woese, L. Mandelco and D. J. Brenner (1991).

Arsenophonus nasoniae gen. nov., sp. nov., the causative agent of the son-killer trait in the parasitic wasp
Nasonia vitripennis. Intern. J. System. Bacteriol. 41: 563–565.

Greenspan, R. J., and J. F. Ferveur (2000). Courtship in Drosophila. Annu. Rev. Genet. 34: 205–232.
Grenier, S., B. Pintureau, A. Heddi, F. Lassabliere, C. Jager, C. Louis and C. Khatchadourian (1998). Successful

horizontal transfer of Wolbachia symbionts between Trichogramma wasps. Proc. R. Soc. London B 265:
1441–1445.

Hackstein, J. H. P., and R. Hochstenbach (1995). The elusive fertility genes of Drosophila: the ultimate haven for
selfish genetic elements. Trends Genet. 11: 195–200.

Hamilton, W. D. (1967). Extraordinary sex ratios. Science 156: 477–488.
Hamilton, W. D., R. Axelrod, and R. Tanese (1990). Sexual reproduction as an adaptation to resist parasites

(a review). Proc. Natl. Acad. Sci. USA 87: 3566–3573.
Hartl, D. L., and S. W. Brown (1970). The origin of male haploid genetic systems and their expected sex ratio.

Theor. Pop. Biol. 1: 165–190.



310 10. Sex Determination in Insects

Heimpel, G. E., M. F. Antolin, and M. R. Strand (1999). Diversity of sex-determining alleles in Bracon hebetor.
Heredity 82: 282–291.

Heinrich, J. C., and M. J. Scott (2000). A repressible female-specific lethal genetic system for making transgenic
insect strains suitable for a sterile-release program. Proc. Natl. Acad. Sci. USA 97: 8229–8232.

Hennig, W. (1993). Conventional protein coding genes in the Drosophila Y chromosome: Is the puzzle of the
fertility gene function solved? Proc. Natl. Acad. Sci. USA 90: 10904–10906.

Hilfiker-Kleiner, D., A. Dubendorfer, A. Hilfiker, and R. Nothiger. 1993. Developmental analysis of two sex-
determining genes, M and F, in the housefly, Musca domestica. Genetics 134: 1187–1194.

Hochstenbach, R., R. Brand, and W. Hennig (1994). Transcription of repetitive DNA sequences in the lampbrush
loop pair Nooses formed by sterile alleles of fertility gene Q on the Y chromosome of D. hydei. Mol. Gen.
Genet. 244: 653–660.

Huigens, M. E., R. F. Luck, R. H. G. Klaassen, M. F. P. M. Maas, M. J. T. N. Timmermans, and R. Stouthamer
(2000). Infectious parthenogenesis. Nature 405: 178–179.

Hunter, M. S., U. Nur, and J. H. Werren (1993). Origin of males by genome loss in an autoparasitoid wasp. Heredity
70: 162–171.

Hurst, L. D. (1993). The incidences, mechanisms and evolution of cytoplasmic sex ratio distorters in animals.
Biol. Rev. 68: 121–193.

Hurst, G. D. D., and F. M. Jiggins (2000). Male-killing bacteria in insects: mechanisms, incidence and implications.
Emerging Infect. Dis. 6: 329–336.

Hurst, L. D., and A. Pomiankowski (1991). Causes of sex ratio bias may account for unisexual sterility in hybrids:
a new explanation of Haldane’s rule and related phenomena. Genetics 128: 841–858.

Hurst, G. D. D., and M. Schilthuizen (1998). Selfish genetic elements and speciation. Heredity 80: 2–8.
Hurst, G. D. D., T. M. Hammarton, C. Bandi, T. M. O. Majerus, D. Bertrand and M. E. N. Majerus (1997). The

diversity of inherited parasites of insects: the male-killing agent of the ladybird beetle Coleomegilla maculata
is a member of the Flavobacteria. Genet. Res. 70: 1–6.

Hurst, G. D. D., J. H. G. V. D. Schulenburg, T. M. O. Majerus, D. Bertrand, I.A. Zakarov, J. Baungaard, W. Volkl, R.
Stouthamer and M. E. N. Majerus (1999a). Invasion of one insect species, Adalia bipunctata, by two different
male-killing bacteria. Insect Mol. Biol. 8: 133–139.

Hurst, G. D. D., F. M. Jiggins, J. H. G. V. D. Schulenburg, D. Bertrand, S. A. West, I. I. Goriacheva, I. A. Zakharov,
J. H. Werren, R. Stouthamer, and M. E. N. Majerus (1999b). Male-killing Wolbachia in two species of insect.
Proc. R. Soc. London B 266: 735–740.

Inoue, H., and T. Hiroyoshi (1986). A maternal-effect sex-transformation mutant of the housefly. Musca domestica
L. Genetics 112: 469–482.

Jaenike, J. (2001). Sex chromosome meiotic drive. Annu. Rev. Ecol. Syst. 32: 2549.
Janzer, B., and M. Steinmann-Zwicky (2001). Cell-autonomous and somatic signals control sex-specific gene

expression in XY germ cells of Drosophila. Mech. Dev. 100: 3–13.
Jeyaprakash, A., and M. A. Hoy (2000). Long PCR improves Wolbachia DNA amplification: wsp sequences found

in 76% of 63 arthropod species. Insect Mol. Biol. 9: 393–405.
Jiggins, F. M., G. D D. Hurst, and M. E. N. Majerus (1998). Sex ratio distortion in Acraea encedon (Lepidoptera:

Nymphalidae) is caused by a male-killing bacterium. Heredity 81: 87–91.
Jiggins, F. M., G. D. D. Hurst, and M. E. N. Majerus (1999). How common are meiotically driving sex chromosomes

in insects? Am. Naturalist 154: 481–483.
Johanowicz, D. J., and M. A. Hoy (1996). Wolbachia in a predator–prey system: 16S ribosomal DNA analysis

of two phytoseiids (Acari: Phytoseiidae) and their prey (Acari: Tetranychidae). Ann. Entomol. Soc. Amer. 89:
435–441.

Johanowicz, D. L., and M. A. Hoy (1998). Experimental induction and termination of non-reciprocal reproductive
incompatibilities in a parahaploid mite. Entomol. Exp. Appl. 87: 51–58.

Jones, R. N., and H. Rees (1982). B Chromosomes. Academic Press, New York.
Keightley, P. D., andA. Eyre-Walker (2000). Deleterious mutations and the evolution of sex. Science 290: 331–333.
Kelley, R. L., and M. I. Kuroda (2000). Noncoding RNA genes in dosage compensation and imprinting. Cell 103:

9–12.
Knipling, E. F. (1955). Possibilities of insect control or eradication through the use of sexually sterile males.

J. Econ. Entomol. 48: 459–462.
Knipling, E. F. (1985). Sterile insect technique as a screwworm control measure: the concept and its development,

pp. 4–8. In: Symposium on Eradication of the Screwworm from the United States and Mexico. O. H. Graham,
Ed. Misc. Publ. (62). Entomol. Soc. Amer., College Park, MD.



References Cited 311

Kopp, A., I. Duncan, and S. B. Carroll (2000). Genetic control and evolution of sexually dimorphic characters.
Nature 408: 553–559.

Krueger, C. M., M. E. Degrugillier, and S. K. Narang (1993). Size difference among 16S rRNA genes from
endosymbiotic bacteria found in testes of Heliothis virescens, H. subflexa (Lepidoptera: Noctuidae) and
backcross sterile male moths. Fla. Entomol. 76: 382–390.

Kuhn, S., V. Sievert, and W. Traut (2000). The sex-determining gene doublesex in the fly Megaselia scalaris:
conserved structure and sex-specific splicing. Genome 43: 1011–1020.

LaChance, L. E. (1979). Genetic strategies affecting the success and economy of the sterile insect release method,
pp. 8–18. In: Genetics in Relation to Insect Management. M. A. Hoy, and J. J. McKelvey, Jr., Eds. Rockefeller
Foundation Press, New York.

Lawson, E. T., T. A. Mousseau, R. Klaper, M. D. Hunter, and J. H. Werren (2001). Rickettsia associated with
male-killing in a buprestid beetle. Heredity 87: 497–505.

Lauge, G. (1985). Sex determination: genetic and epigenetic factors, pp. 298–317. In: Comprehensive Insect
Physiology Biochemistry and Pharmacology. Vol. (1). Embryogenesis and Reproduction. G. A. Kerkut, and L.
I. Gilbert, Eds. Pergamon Press, Oxford.

Laurie, C. C. (1997). The weaker sex is heterogametic: 75 years of Haldane’s Rule. Genetics 147: 937–951.
Leslie, J. F. (1984). A “sex-ratio” condition in Oncopeltus fasciatus. Heredity 75: 260–264.
Leventhal, E. (1968). The sex ratio condition in Drosophila bifasciata; its experimental transmission to several

species of Drosophila. J. Invert. Pathol. 11: 170–183.
Lewis, W. M. (1987). The cost of sex, pp. 33–57. In: The Evolution of Sex and Its Consequences. S. C. Stearns,

Ed., Birkhauser Verlag, Basel, Switzerland.
Li, H., and B. S. Baker (1998). Hermaphrodite and doublesex function both dependently and independently to

control various aspects of sexual differentiation in Drosophila. Development 125: 2641–2651.
Lucchesi, J. C. (1999). On the origin of sex chromosomes. BioEssays 21: 188–190.
Lyttle, T. W. (1993). Cheaters sometimes prosper: distortion of mendelian segregation by meiotic drive. Trends

Genet. 9: 205–210.
Majerus, M. E. N., and G. D. D. Hurst (1997). Ladybirds as a model system for the study of male-killing symbionts.

Entomophaga 42: 13–20.
Majerus, T. M. O., J. H. G. von der Schulenburg, M. E. N. Majerus and G. D. D. Hurst (1999). Molecular

identification of a male-killing agent in the ladybird Harmonia axyridis (Pallas) (Coleoptera: Coccinellidae).
Insect Mol. Biol. 8: 551–555.

Makela, M. E., and M. D. Huettel (1979). Model for genetic control of Heliothis virescens. Theor. Appl. Genet.
54: 225–233.

Marin, I., and B. S. Baker (1998). The evolutionary dynamics of sex determination. Science 281: 1990–1994.
Marin, I., M. L. Siegal, and B. S. Baker (2000). The evolution of dosage-compensation mechanisms. BioEssays

22: 1106–1114.
Maynard Smith, J. (1978). The Evolution of Sex. Cambridge University Press, Cambridge, UK.
McAllister, B. E., and G. A. T. McVean (2000). Neutral evolution of the sex-determining gene transformer in

Drosophila. Genetics 154: 1711–1720.
Meadows, M. E. (1985). Eradication program in the southeastern United States, pp. 8–11. In: Symposium on

Eradication of the Screwworm from the United States and Mexico. O. H. Graham, Ed., Misc. Publ. (62).
Entomol. Soc. Amer., College Park, MD.

Merrill, C., L. Bayraktaroglu, A. Kusano, and B. Ganetzky (1999). Truncated RanGAP encoded by the Segregation
Distorter locus of Drosophila. Science 293: 1742–1745.

Michod, R. E., and B. R. Levin, Eds. (1988). The Evolution of Sex. Sinauer Assoc. Sunderland, MA.
Miller, S. G., M. D. Huettel, M. B. Davis, E. H. Weber, and L.A. Weber (1986). Male sterility in Heliothis virescens

X H. subflexa backcross hybrids. Evidence for abnormal mitochondrial transcripts in testes. Mol. Gen. Genet.
203: 451–461.

Muller, H. J. (1964). The relation of recombination to mutational advance. Mutat. Res. 1: 2–9.
Naito, T., and H. Suzuki (1991). Sex determination in the sawfly, Athalia rosae ruficornis (Hymenoptera):

occurrence of triploid males. J. Hered. 82: 101–104.
Nothiger, R., and M. Steinmann-Zwicky (1985). A single principle for sex determination in insects, pp. 615–621.

In: Molecular Biology of Development. Vol. (50). Cold Spring Harbor Symp. Quant. Biol. Cold Spring Harbor
Laboratory Press, Cold Spring Harbor, NY.

Nur, U., J. H. Werren, D. G. Eickbush, W. D. Burke, and T. H. Eickbush (1988). A “selfish” B chromosome that
enhances its transmission by eliminating the paternal genome. Science 240: 512–514.



312 10. Sex Determination in Insects

O’Neill, S. L., A. A. Hoffmann, and J. H. Werren, Eds. (1997). Influential Passengers. Inherited Microorganisms
and Arthropod Reproduction. Oxford Univ. Press, Oxford, UK.

Palopoli, M., P. Doshi, and C. I. Wu (1994). Characterization of two Segregation distorter revertants: evi-
dence that the tandem duplication is necessary for Sd activity in Drosophila melanogaster. Genetics 136:
209–215.

Partridge, L., and L. D. Hurst (1998). Sex, and conflict. Science 281: 2003–2008.
Pauli, D., and A. P. Mahowald (1990). Germ-line sex determination in Drosophila melanogaster. Trends Genet.

6: 259–264.
Pineda-Vargas, N. (1985). Screwworm eradication in Mexico: activities of the Mexico–American screwworm

eradication commission, 1977–84, pp. 22–27. In: Symposium on Eradication of the Screwworm from the
United States and Mexico. O. H. Graham, Ed., Misc. Publ. (62). Entomol. Soc. Amer., College Park, MD.

Presgraves, D. C., E. Severance, and G. S. Wilkinson (1997). Sex chromosome meiotic drive in stalk-eyed flies.
Genetics 147: 1169–1180.

Randerson, J. P., N. G. C. Smith, and L. D. Hurt (2000). The evolutionary dynamics of male-killers and their hosts.
Heredity 84: 151–160.

Rao, S. R. V., and M. Padmaja (1992). Mammalian-type dosage compensation mechanism in an insect—
Gryllotalpa fossor (Scudder)—Orthoptera. J. Biosci. 17: 253–273.

Reed, K. M., and J. H. Werren (1995). Induction of paternal genome loss by the paternal-sex-ratio chromosome
and cytoplasmic incompatibility bacteria (Wolbachia): a comparative study of early embryonic events. Mol.
Reprod. Dev. 40: 408–418.

Retnakaran, A., and J. Percy (1985). Fertilization and special modes of reproduction, pp, 213–293. In: Compre-
hensive Insect Physiology Biochemistry and Pharmacology. Vol. (1). Embryogenesis and Reproduction. G. A.
Kerkut, and L. I. Gilbert, Eds. Pergamon Press, Oxford.

Rice, W. R. (1994). Degeneration of a nonrecombining chromosome. Science 263: 230–232.
Rice, W. R., and A. K. Chippindale (2001). Sexual recombination and the power of natural selection. Science 294:

555–559.
Rigaud, T. (1999). Further Wolbachia endosymbiont diversity: a tree hiding in the forest? Trends Ecol. Evol. 14:

212–213.
Rigaud, T., and F. Rousset (1996). What generates the diversity of Wolbachia–arthropod interactions? Biodiversity

Conserv. 5: 999–1013.
Robinson, A. S., and G. Franz (2000). The application of transgenic insect technology in the sterile insect technique,

pp. 307–318. In: Insect Transgenesis. Methods and Applications. A. M. Handler, and A. A. James, Eds. CRC
Press, Boca Raton, FL.

Rokas, A. (2000). Wolbachia as a speciation agent. Trends Ecol. Evol. 15: 44–45.
Rousset, F., and M. Raymond (1991). Cytoplasmic incompatibility in insects: why sterilize females? Trends Ecol.

Evol. 6: 54–57.
Shirk, P. D., D. A. O’Brochta, P. E. Roberts, and A. M. Handler (1988). Sex-specific selection using chimeric

genes, pp. 135–146. In: Biotechnology for Crop Protection. P. A. Hedin, J. J. Menn and R. M. Hollingsworth,
Eds. Am. Chem. Soc. Symp. Series No. 379. Washington, DC.

Shoemaker, D. D., V. Katju, and J. Jaenike (1999). Wolbachia and the evolution of reproductive isolation between
Drosophila recens and Drosophila subquinaria. Evolution 53: 1157–1164.

Sievert, V., S. Kuhn, A. Paululat, and W. Traut (2000). Sequence conservation and expression of the Sex-lethal
homologue in the fly Megaselia scalaris. Genome 43: 382–390.

Slee, R., and M. Bownes (1990). Sex determination in Drosophila melanogaster. Quart. Rev. Biol. 65:
175–204.

Smith, E. R., A. Pannuti, W. Gu., A. Steurnagel, R. G. Cook, C. D. Allis and J. C. Lucchesi (2000). The Drosophila
MSL complex acetylates histone H4 at lysine 16, a chromatin modification liked to dosage compensation.
Mol. Cell. Biol. 20: 312–318.

Snow, J. W., C. J. Whitten, A. Salinas, J. Ferrer, and W. H. Sudlow (1985). The screwworm (Cochliomyia
hominivorax) (Diptera: Calliphoridae) in Central America and proposed plans for its eradication south to the
Darien Gap in Panama. J. Med. Entomol. 22: 353–360.

Somerson, N. L., L. Ehrman, J. P. Kocka, and F. J. Gottlieb (1984). Streptococcal L-forms isolated from Drosophila
paulistorum semispecies cause sterility in male progeny. Proc. Natl. Acad. Sci. USA 81: 282–285.

Stevens, L. (1993). Cytoplasmically inherited parasites and reproductive success in Tribolium flour beetles. Anim.
Behav. 46: 305–310.

Stevens, L., R. Giordano, and R. F. Fialho (2001). Male-killing, nematode infections, bacteriophage infection,
and virulence of cytoplasmic bacterial in the genus Wolbachia. Annu. Rev. Ecol. Syst. 32: 519–545.



References Cited 313

Stouthamer, R. (1997). Wolbachia-induced parthenogenesis, pp. 102–124. In: Influential Passengers. Inherited
Microorganisms and Arthropod Reproduction. S. L. O’Neill, A. A. Hoffmann and J. H. Werren, Eds. Oxford
Univ. Press, Oxford, UK.

Stouthamer, R., and R. F. Luck (1993). Influence of microbe-associated parthenogenesis on the fecundity of
Trichogramma deion and T. pretiosum. Entomol. Exp. Appl. 67: 183–192.

Stouthamer, R., and J. H. Werren (1993). Microbes associated with parthenogenesis in wasps of the genus
Trichogramma. J. Invert. Pathol. 61: 6–9.

Stouthamer, R., R. F. Luck, and W. D. Hamilton (1990). Antibiotics cause parthenogenetic Trichogramma
(Hymenoptera/Trichogrammatidae) to revert to sex. Proc. Natl. Acad. Sci. USA 87: 2424–2427.

Stouthamer, R., R. F. Luck, and J. H. Werren (1992). Genetics of sex determination and the improvement of
biological control using parasitoids. Environ. Entomol. 21: 427–435.

Stouthamer, R., J. A. J. Breeuwer, and G. D. D. Hurst (1999). Wolbachia pipientis: Microbial manipulator of
arthropod reproduction. Annu. Rev. Microbiol. 53: 71–102.

Thomson, M. S., and R. W. Beeman (1999). Assisted suicide of a selfish gene. Heredity 90: 191–194.
Thornhill, R., and J.Alcock (1983). The Evolution of Insect Mating Systems. Harvard Univ. Press, Cambridge, MA.
Traut, W. (1994a). Sex determination in the fly Megaselia scalaris, a model system for primary steps of sex

chromosome evolution. Heredity 82: 163–169.
Traut, W. (1994b). Sex determination in the fly Megaselia scalaris, a model system for primary steps of sex-

chromosome evolution. Genetics 126: 1097–1104.
Traut, W., and U. Willhoeft (1990). A jumping sex determining factor in the fly Megaselia scalaris. Chromosoma

99: 407–412.
Turelli, M., and A. A. Hoffmann (1999). Microbe-induced cytoplasmic incompatibility as a mechanism for

introducing transgenes into arthropod populations. Insect Mol. Biol. 8: 243–255.
Vala, F., J. A. J. Breeuwer, and M. W. Sabelis (2000). Wolbachia-induced “hybrid breakdown” in the two-spotted

spider mite Tetranychus urticae Koch. Proc. R. Soc. London B 267: 1931–1937.
Vavre, F., F. Flury, J. Varaldi, P. Fouillet, and M. Bouletreau (2000). Evidence for female mortality in Wolbachia-

mediated cytoplasmic incompatibility in haplodiploid insects: epidemiologic and evolutionary consequences.
Evolution 54: 191–200.

Vincent, S., L. A. Perkins, and N. Perrimon (2001). Doublesex surprises. Cell 106: 399–402.
von der Schulenburg, J. H. G., M. Habig, J. J. Sloggett, K. M. Webberley, D. Bertrand, G. D. D. Hurst, and

M. E. N. Majerus (2001). Incidence of male-killing Rickettsia spp. (α-Proteobacteria) in the ten-spot ladybird
beetle Adalia decempunctata L. (Coleoptera: Coccinellidae). Appl. Env. Microbiol. 67: 270–277.

Weeks, A. R., F. Marec, and J. A. J. Breeuwer (2001). A mite species that consists entirely of haploid females.
Science 292: 2479–2482.

Werren, J. H. (1997). Biology of Wolbachia. Annu. Rev. Entomol. 42: 587–609.
Werren, J. H., and L. W. Beukeboom (1998). Sex determination, sex ratios, and genetic conflict. Annu. Rev.

Ecol. Syst. 29: 233–261.
Werren, J. H., U. Nur, and D. Eickbush (1987).An extrachromosomal factor causing loss of paternal chromosomes.

Nature 327: 75–76.
Werren, J. H., D. Windsor, and L. Guo (1995). Distribution of Wolbachia among neotropical arthropods.

Proc. R. Soc. Lond. B 262: 197–204.
Werren, J. H., G. D. D. Hurst, W. Zhang, J. A. J. Breeuwer, R. Stouthamer and M. E. N. Majerus (1994). Rickettsial

related male-killing in the ladybird beetle (Adalia bipunctata). J. Bacteriol. 176: 388–394.
West, S. A., E. A. Herre, B. C. Sheldon (2000). The benefits of allocating sex. Science 290: 288–290.
White, M. J. D. (1973). Animal Cytology and Evolution. Cambridge Univ. Press, Cambridge, UK.
Whiting, P. W. (1943). Multiple alleles in complementary sex determination of Habrobracon. Genetics 28:

365–382.
Wilkinson, G. S., and P. R. Reillo (1994). Female choice response to artificial selection on an exaggerated male

trait in a stalk-eyed fly. Proc. R. Soc. Lond. B 255: 1–6.
Wilkinson, G. S., D. C. Presgraves, and L. Grymes (1998). Male eye span in stalk-eyed flies indicates genetic

quality by meiotic drive suppression. Nature 391: 276–279.
Williamson, D. L., B. Sakaguchi, K. J. Hackett, R. F. Whitcomb, J. G. Tully, P. Carle, J. M. Bove, J. R. Adams,

M. Konai and R. B. Henegar (1999). Spiroplasma poulsonii sp. nov., a new species associated with male-
lethality in Drosophila willistoni, a neotropical species of fruit fly. Intern. J. Syst. Bacteriol. 49: 611–618.

Wood, R. J., and M. E. Newton (1991). Sex-ratio distortion caused by meiotic drive in mosquitoes. Am. Naturalist
137: 379–391.



314 10. Sex Determination in Insects

Wrensch, D. L., and M.A. Ebbert, Eds. (1993). Evolution and Diversity of Sex Ratio in Insects and Mites. Chapman
and Hall, New York.

Wyss, J. H. (2000). Screw-worm eradication in the Americas—Overview, pp. 79–86. In: Area-Wide Control of
Fruit Flies and Other Insect Pests. K. H. Tan, Ed. Penerbit Universiti Sains Malaysia, Pulau Pinang.

Xie, T., and A. C. Spradling (2000). A niche maintaining germ line stem cells in the Drosophila ovary. Science
290: 2328–2330.

Zchori-Fein, E., R. T. Roush, and M. S. Hunter (1992). Male production induced by antibiotic treatment in Encarsia
formosa (Hymenoptera: Aphelinidae), an asexual species. Experientia 48: 102–105.

Zchori-Fein, E., Y. Gottlieb, S. E. Kelly, J. K. Brown, M. N. Wilson, T. L. Karr, and M. S. Hunter (2001). A newly
discovered bacterium associated with parthenogenesis and a change in host selection behavior in parasitoid
wasps. Proc. Natl. Acad. Sci. USA 98: 12555–12560.

Some Relevant Web Sites

Sex determination in Drosophila: The Interactive Fly: http://sdb.bio.purdue.edu/fly/
The European Wolbachia Project: Towards Novel Biotechnological Approaches

for Control of Arthropod Pests and Modification of Beneficial Arthropod
Species by Endosymbiotic Bacteria:
http://wit.integratedgenomics.com/GOLD/Wolbachia.html

http://www.ncbi.nim.nih.gov
The screwworm Cochliomyia hominovorax:

www.nal.usda.gov/speccoll/collect/screwworm



11

Molecular Genetics of
Insect Behavior

11.1 Overview
11.2 Introduction
11.3 The Insect Nervous System
11.4 Traditional Genetic Analyses of Behavior

11.4.1 Crossing Experiments
11.4.2 Selection Experiments
11.4.3 Some Polygenically Determined Behaviors

11.5 Molecular Genetic Analyses of Insect Behavior
11.5.1 The Photoperiodic Clock
11.5.2 Learning in Drosophila
11.5.3 Functional Genomics of Odor Behavior in

Drosophila
11.5.4 Learning in Apis mellifera
11.5.5 Pheromones in Insects
11.5.6 Neurobiochemistry of Drosophila
11.5.7 Divergent Functions of Est-6 and Est-5 in Two

Drosophila Species
11.5.8 Courtship Behavior in Drosophila
11.5.9 Speciation Genes in Drosophila

11.6 Human Neurodegenerative Diseases and Addictions
in Drosophila

References Cited

11.1. Overview

The study of insect behavior involves the analysis of any and all activities performed by
an insect in relation to its surrounding environment. Behavior genetics is the study of the
underlying hereditary basis of the behavior. For many years, Mendelian genetic analyses
were conducted on a few traits determined by one or a few genes, or quantitative genetic
methods were used for traits determined by “many” genes. The Drosophila Genome Project
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and the use of molecular genetic methods are revolutionizing the analysis of the genetic
basis of insect behavior.

Circadian behaviors, mating behavior, and learning in Drosophila have been dissected
with the tools of molecular genetics, and inter- and intraspecific comparisons can be
made of the DNA sequences associated with these behaviors. The circadian clock of
Drosophila involves several genes, including period + ( per +). Mutants of period influ-
ence activity patterns and other circadian rhythms, as well as altering song cycles in
courting males. The per+ locus has been cloned and sequenced in D. melanogaster and
D. simulans. After the per+ gene of D. simulans was inserted by P-element-mediated trans-
formation into a strain of D. melanogaster that is arrhythmic, transgenic D. melanogaster
males produced song cycles like those of D. simulans. The differences in song rhythm
maps to a small segment of the per+ locus that may vary by as few as four amino
acids. In addition, timeless+, doubletime+, cycle+, cryptochrome+, and Clock+ are
involved in the circadian clock. The clock involves transcription of the per+ and tim+
genes, followed by production of the PER and TIM proteins and subsequent nega-
tive feedback on self-transcription. Degradation of proteins then releases the negative
feedback, allowing a new round of transcription, resulting in oscillations of RNA and
protein.

Drosophila learning mutants, such as dunce and couch potato, are providing insights into
the fundamental processes involved in short-term, intermediate, long-term, and anesthetic-
resistant learning in insects and other organisms.

Analyses of behaviors that are determined by many genes are being revolutionized
by the use of molecular genetic methods and the Drosophila Genome Project. It now
is possible to map the number and location of genes affecting complex traits by cor-
relating their inheritance with a variety of DNA markers and by conducting gene chip
analyses.

11.2. Introduction

Insect behavior covers a very wide range of activities, including locomotion, groom-
ing, feeding, communication, reproduction, dispersal, flight, learning, migration, host
or prey selection, diapause, and various responses to environmental hazards such as
temperature, humidity, parasites, and toxins (Dingle 1978, Beck 1980, Dingle and
Hegmann 1982, Alcock 1984, Tauber et al. 1986, Gatehouse 1989, 1997, Sokolowski
2001). Understanding the behavior of pest and beneficial insects could allow one to
improve pest management programs (Foster and Harris 1997, Renou and Guerrero
2000).

One definition of behavior is any action that an individual carries out in response to a
stimulus or to its environment, especially an action that can be observed and described.
However, insects also behave spontaneously, in the absence of any obvious stimulus. Thus,
behavior includes studies to understand how an insect takes in information from its environ-
ment, processes that information, and acts. Processing information in the central nervous
system may involve integrating information over time, including stimuli such as hormones
coming from within the insect. Thus, the connection between stimulus and response can
be delayed and indirect.

The genetic analysis of behavior rightfully has been perceived to be more complex than
the analysis of morphological or anatomical traits (Baker et al. 2001, Sokolowski 2001).



11.2. Introduction 317

One of the complications in genetic analyses of behavior is the difficulty of defin-
ing the behavior in a clear manner. Distinguishing between behavior and physiology is
particularly difficult. The same behavior can be examined from at least four different
viewpoints: 1) the immediate cause (or control); 2) its development during the indi-
vidual’s lifespan; 3) the function of the behavior; and 4) how the behavior evolved
(Wyatt 1997).

Behavior genetics began to grow as a field of study in the 1960s, but was limited to demon-
strating that a behavioral trait was heritable, determining whether its mode of inheritance
was dominant or recessive, sex-linked or autosomal, and resolving whether the variation
was due to single or multiple genes (Ehrman and Parsons 1973).

Genetic analyses of insect behavior require careful control of environmental conditions,
because even subtle differences in test conditions can influence the results of assays.
Objective measures of insect behavior often are difficult, and considerable efforts have
been devoted to devising specific and appropriate assays. The possible influence of learn-
ing always must be considered, and, to complicate matters further, learning rates no doubt
vary among different populations of the same species so that both heredity and environment
must be considered. Genetic analyses of insect behavior involve, in many cases, analyses of
the physiological or morphological changes that are associated with the change in behavior.
Sometimes behavior is changed in an insect because a morphological trait has been altered
through mutation.

The genetic basis of insect behavior has been analyzed most extensively using Drosophila
melanogaster and a few other species, such as honey bees, grasshoppers, Nasonia para-
sitoids, and crickets (Benzer 1973, Matthews and Matthews 1978, Ehrman and Parsons
1981, Hall 1984, Kalmring and Elsner 1985, Huettel 1986, Huber et al. 1989, Menzel
1999, Beukeboom and van den Assem 2001).

Molecular genetic techniques provide powerful methods to analyze insect behavior
such as olfaction, learning, circadian rhythms, and mating behavior. Having the complete
sequence of the genome of D. melanogaster simplifies the isolation of specific genes that
are involved in the behavior. P-element mediated transformation makes it possible to insert
genes from one species of Drosophila into the genome of another, and their effect(s) on
behavior can be determined. Transgenic D. melanogaster carrying markers such as green
fluorescent protein (GFP) allow scientists to determine when and where specific genes are
active.

Molecular genetic analyses of learning and memory in Drosophila may provide a means
to study one of the most challenging frontiers in neurobiology (Waddell and Quinn 2001).
Molecular genetic methods may allow us to localize and identify some of the individual
genes among the “many” involved in determining the interesting and complex behaviors
exhibited by insects (Doerge 2002).

Analyses of insect behavior employ techniques from several disciplines including
anatomy, biochemistry, ecology, ethology (study of animal behavior in the natural envi-
ronment), genetics, psychology, physiology, and statistics (Matthews and Matthews
1978, Hay 1985, Bell 1990, Holman et al. 1990, Via 1990, Barton Browne 1993,
Heisenberg 1997, Doerge 2002). These disciplines are required because an insect
perceives the environment through its sensory systems. The external sensory stim-
uli are transduced into electrical information, which is then processed and decoded,
leading to a behavioral response. Behavior can be divided into several sequential
steps: stimulus recognition, signal transduction, integration, and response or motor
output.
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11.3. The Insect Nervous System

The insect brain contains around 105 to 106 neurons. It consists of three main divisions: the
protocerebrum, deutocerebrum, and tritocerebrum. In each of these divisions, different
neuropil regions are located; a neuropil is a dense network of interwoven axons and den-
drites of neurons and neuroglial cells in the central nervous system and parts of the peripheral
nervous system.

In the protocerebrum, centers are present that are associated with vision and other sensory
receptors (the mushroom bodies and central complex). The superior protocerebrum, with the
pars intercerebralis, contains sets of neurosecretory cells that supply neurohemal organs in
the corpora cardiaca and corpora allata, which are located in the head or prothorax in insects.
The optic lobes flanking the protocerebrum contain the most well-organized neuropils in
the brain.

Mushroom bodies in the brain are associated with olfactory pathways, including olfactory
learning (Figure 11.1). Among the insects, mushroom bodies differ greatly in size and
shape, with the number of cells ranging from 2500 in Drosophila to 50,000 in the cricket
Acheta, 170,000 in the honey bee, and 200,000 in the cockroach Periplaneta (Heisenberg
1998, Strausfeld et al. 1998). The antennal centers are found in the deutocerebrum; in the
tritocerebrum, neurosecretory neurons and neurons associated with the control of feeding
and foregut activity are found (Homberg et al. 1989). The brain is connected to the sub-
esophageal ganglion via connectives and to the thoracic and abdominal ganglia, or ventral
nerve cord (Strausfeld 1976).

Figure 11.1. Photograph of the brain structures known as mushroom bodies in D. melanogaster. The dark
areas show the mushroom bodies stained with an antibody to the dunce-encoded enzyme.
dunce encodes an enzyme called cyclic AMP phosphodiesterase, which destroys cyclic AMP,
which is important in learning and memory. (Photograph provided by R. L. Davis.)
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Behavior and development are coordinated in the insect by both nerves and neuropeptides.
Both neurosecretory cells and neurons use neuropeptides as messengers. Many different
types of neuropeptides have been identified, including proctolin and adipokinetic hormone
(Scharrer 1987, Masler et al. 1993, Raina and Menn 1993). Neuropeptides range in size
from three amino acid residues (thyrotropin-releasing hormone) to more than 50 (insulin).
They are generated from larger precursor proteins, ranging from 90 to 250 amino acids
in length. A number of neuropeptide genes have been cloned, including bombyxin or pro-
thoracicotropic hormone (PTTH), eclosion hormone (EH), FMRFamide-related peptides,
diapause hormone, and pheromone biosynthesis-activating neuropeptide (PBAN) (Nassel
1993, Sato et al. 1993, Tillman et al. 1999).

Neuropeptides are released as cotransmitters and modulate fast transmission at neuro-
muscular junctions. A given neuropeptide may occur at several different sites, including
central nervous system circuits, peripheral synapses, and at the peripheral targets (mus-
cles and glands). Neuropeptides regulate behavior by coordinating the temporal and spatial
activity of many neuronal circuits. Each of the circuits controlling behavior employs sets
of sensory neurons, interneurons, and motor neurons. Thus, multiple neural networks share
neural elements. Molecular genetic analysis is providing rapid progress in understanding
neuropeptide receptors and second messenger pathways. Research on neuropeptides and
their receptors indicates that they have roles during embryonic development and as cytokines
in the immune systems of insects (Nassel 1993).

11.4. Traditional Genetic Analyses of Behavior

Sometimes mutations in a single gene or a few major genes will alter a behavior, and the
mode of inheritance can be assessed by traditional methods. Traditional behavior-genetic
analysis employs two main experimental approaches: crossing and selection. A third, lim-
ited to D. melanogaster, involves analysis of fate maps in genetic mosaics to locate the
anatomical site of abnormalities that affect behavior (Hotta and Benzer 1972).

Although a specific behavior sometimes can be altered by the mutation of a single gene,
an insect’s behavior often is influenced by many genes (Plomin 1990). In such situations,
analyses of behavior traditionally have required the use of quantitative genetic methods.

11.4.1. Crossing Experiments

Acrossing experiment involves mating individuals that differ in a particular kind of behavior
and then examining the behavior of their F1 and backcross progeny. (A backcross is a cross
of F1 individuals to a parental line, usually the homozygous recessive one.) Ideally, the
environment is controlled so that all individuals experience the same conditions. It is easiest
to interpret the results of the experiment if the individuals that are crossed differ only with
regard to a single behavioral attribute.

The phenotype of the F1 and backcross progeny indicates whether the behavior is deter-
mined by a single gene or multiple genes, and whether there is dominance, sex linkage, or
maternal influences. If the trait is determined by many genes, it is difficult to determine the
number of loci, their relationship to each other, or their location on specific chromosomes
because most insect species lack sufficient genetic markers. New molecular and statistical
methods using quantitative trait loci may provide greater power to study and locate multiple
and interacting loci in the future (Doerge 2002).
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Table 11.1. Crossing Experiment to Explain Differences in Nest-Cleaning Behavior

among Inbred Lines, F1, and Backcross Progeny of the Haplo-diploid Honey bee

Apis mellifera Supports the Two-Locus, Two-Allele Model

Parental lines Hygienic (diploid) X Unhygienic u+, r+
uu, rr queen ↓ (haploid) male

↓
F1 progeny All diploid sterile u+u, r+r (Unhygienic

workers workers)

Backcross progeny (workers)

Cross of u+u, r+r 1: 1: 1: 1: Ratio

queen X → uu, rr uu, r+r u+u, rr u+u, r+r

hygienic u, r Hygienic Uncaps, Removes, Unhygienic
male doesn’t doesn’t

remove uncap

Data from Rothenbuhler (1964).

One aspect of honey-bee behavior provides an example of a trait that is determined
by a few genes. Other behaviors, including house-entering behavior in the mosquito Aedes
aegypti and foraging in D. melanogaster, also appear to be determined by one or a few genes.

11.4.1.1. Susceptibility to American Foulbrood in Apis mellifera

Susceptibility to foulbrood disease caused by Bacillus larvae originally was analyzed by
crossing two inbred honey-bee strains with differing levels of resistance (Table 11.1). The
differences in resistance were attributed to differences in “hygienic behavior” in worker
(sterile female) bees (Rothenbuhler 1964). Resistant workers (= hygienic) consistently
removed dead larvae and pupae from the brood nest at a high rate, thus slowing the
spread of the bacteria through the colony by reducing contamination. Crosses between
hygienic queens and susceptible nonhygienic haploid males yield F1 worker progeny that
are nonhygienic, indicating that the genes conferring resistance are recessive.

Progeny produced by backcrosses to the homozygous recessive hygienic strain yielded
approximately 25% hygienic workers, which is consistent with the hypothesis that hygienic
behavior is determined by two recessive loci (Table 11.1). Under this two-locus model,
hygienic queens are homozygous for two genes, uu and rr. The hygienic workers (uu, rr)
both uncap the cells (uu) containing dead brood and remove them (rr).

Analysis indicated that uu, r+r individuals will uncap the cells but not remove dead brood
(Table 11.1). The u+u, rr individuals do not uncap brood, but will remove them if the cells
are uncapped for them. Individuals that are u+u, r+r are unhygienic and will neither uncap
nor remove brood. Hygienic behavior appears to be a general response to remove pathogens
and parasites from the nest (Spivak and Gilliam 1993).

Rothenbuhler’s research on hygienic behavior became a classic in textbooks on behav-
ioral genetics because it was one of the first and best examples that demonstrated that
behavior was inherited (Rothenbuhler 1964). More recently, Moritz (1988) proposed a
three-locus model for hygienic behavior in bees. Research on hygienic behavior continues
because such behavior is important in managing bees. It is clear that the expression of
hygienic behavior depends on colony strength and composition of worker types within the
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colony (Spivak and Gilliam 1993, Arathi et al. 2000). Electro antennogram analyses of
the olfactory and behavioral responses of hygienic and nonhygienic bees to diseased brood
indicates that hygienic bees have a higher sensitivity to low concentrations of the odor of
diseased bee pupae (Masterman et al. 2001). Such differences are due to a lower stimulus
threshold and are not a direct result of age or experience of the bee. Thus, nonhygienic bees
may be unable to detect diseased brood.

Understanding hygienic behavior in A. mellifera has resulted in practical recommenda-
tions to bee keepers for selecting colonies resistant to chalkbrood (a fungal disease) and the
pest bee mite Varroa. So far, no negative effects have been found associated with hygienic
colonies, and such colonies produce as much honey as nonhygienic ones (Moritz 1994,
Spivak and Gilliam 1998).

11.4.1.2. House-Entering Behavior in Aedes aegypti

House-entering behavior by the mosquito A. aegypti from East Africa has been analyzed
by crossing different populations with different behaviors (Trpis and Hausermann 1978).
One population of A. aegypti commonly enters houses (domesticated or D), while others
rarely do so (either peridomestic, P, or feral, F). House-entering behavior is important in
determining whether a population transmits yellow fever to humans.

Three populations of A. aegypti collected either inside houses (D), near a village (P), or
from tree holes in a forest (F) were bred in insectaries and crossed to produce hybrid (DP,
PD, DF, FD, PF, FP) populations (Trpis and Hausermann 1978). The original and hybrid
populations were then marked with different colored fluorescent powders and released near
houses. Marked mosquitoes were captured inside houses and in the village area. Of the
mosquitoes entering houses, 45% were from the domestic (D) population, 13.9% were
from hybrids between the domestic and peridomestic population (DP and PD), 9.8% were
from the peridomestic population (P), and 5.7% were hybrids between the domestic and
feral populations (DF and FD). Only 1.5 and 0.6% of the PF and FP hybrids were collected
in the house, and the feral population entered the house with a frequency of only 0.6%. The
recapture rates in the village area were in the reverse order. The data indicate the behavior
is determined by a few genes with additive effects.

“Domesticity” in A. aegypti is a complex phenomenon that includes a variety of behaviors,
including a preference for ovipositing in man-made containers, the ability of larvae to
develop in drinking water stored in clay pots with a low nutritional content, and preferences
for feeding on man (rather than birds) inside houses, as well as resting and mating indoors.
No doubt A. aegypti speciated long before man began to build houses, but A. aegypti has
adapted rapidly to human habitats, and the domestic form of A. aegypti is the only one
known that is entirely dependent on man (Trpis and Hausermann 1978).

11.4.1.3. Foraging in Drosophila

Drosophila melanogaster larvae feed on yeast growing on decaying fruit. Naturally occur-
ring populations contain individuals that vary in the distance the larvae travel while foraging
for food, a difference attributed to a single foraging gene (Osborne et al. 1997, Sokolowski
et al. 1997). Natural populations comprise approximately 70% “rovers” (who forage long
distances) and 30% “sitters” (short-distance foragers), with the rover phenotype domi-
nant to sitter, indicating a single-gene mode of inheritance (deBelle and Sokolowski 1987,
Sokolowski 2001).
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Sitter larvae grow at a normal rate and are of normal size. Both sitters and rovers are
maintained in the field by natural selection; density-dependent selection can shift allele
frequencies so that rovers are selected for in crowded larval environments and sitters in less
crowded ones. The foraging gene codes for a cyclic guanosine monophosphate (cGMP)-
dependent protein kinase, and rovers have higher kinase activity than sitters. Thus, subtle
differences in this kinase lead to naturally occurring variation in behavior (Shaver et al.
1998). Another gene, Chaser, also affects larval foraging by increasing foraging path length
(Pereira et al. 1995).

11.4.1.4. Other Behaviors Influenced by One or a Few Genes

Crossing experiments have shown that a specific behavior is influenced by one or a few
genes in the flour moth Ephestia kuhniella (silk mat spinning by larvae prior to pupation), the
mosquito Aedes atropalpus (egg maturation without an exogenous source of protein such
as blood), and the parasitoid wasp Habrobracon juglandis (flightlessness) (Ehrman and
Parsons 1981). In the silkworm Bombyx mori, females with the piled egg gene deposit eggs
in a peculiar manner. B. mori larvae with the Non-preference gene are unable to discriminate
mulberry leaves from others (Tazima et al. 1975), and Huettel and Bush (1972) found that
when two monophagous tephritid flies (Procecidochares) were crossed, the host preference
behavior segregated in a manner consistent with control by a single locus.

A variety of mutants determined by single major genes have been identified in
D. melanogaster that affect behavior (Grossfield 1975, Hall 1985, Pavlidis et al. 1994),
including a group of sex-linked, incompletely dominant mutants (Shaker, Hyperkinetic, and
ether-a-go-go) that are expressed when the flies are anesthetized with ether. The Hyperki-
netic mutants exhibit a vigorous steady leg shaking, while mutations at the Shaker locus
cause vigorous and erratic shaking and a strong scissoring of wings and twitching of the
abdomen. The ether a-go-go mutant flies are less vigorous in their shaking. The easily
shocked gene of D. melanogaster is one of the “bang-sensitive” paralytic genes. Flies
with this mutated gene exhibit a transient paralysis following a brief mechanical shock
(Pavlidis et al. 1994). Sex-linked temperature-sensitive recessive mutant parats causes
D. melanogaster to become immobile above 29◦C. Mutants of the couch potato locus
cause flies to be hypoactive and exhibit abnormal geotaxis (response to gravity), phototaxis
(response to light), and flight behavior. This gene is unusually complex, spanning more
than 100 kb and encoding three different messages (Bellen et al. 1992).

Many “single gene” mutants that affect the morphology of D. melanogaster also affect
behavior. Some mutant flies exhibit abnormal behavior because they are unable to perform
the reaction to a stimulus due to altered effector structures. Other mutants exhibit altered
behavior because perception of cues is impaired. For example, flies with white eyes may
exhibit abnormal courtship behaviors (Grossfield 1975).

Pheromone communication in the European corn borer Ostrinia nubialis is genetically
determined (Klun and Maini 1979, Klun and Huettel 1988, Lofstedt et al. 1989, Lofstedt
1990). Females of the E- and Z-strains of O. nubialis produce different enantiomeric ratios
of sex pheromone. Hybrids between these two strains produce an intermediate pheromone
blend. Analysis of the F2 and backcross progeny indicates pheromone type is controlled by
two alleles at a single autosomal locus, although one or more modifier genes controls the
precise ratio of the isomers in heterozygous females.

Males of the two O. nubialis strains are attracted to the appropriate pheromone blends
in the field, and hybrid males respond preferentially to the pheromone produced by
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heterozygous females rather than to the pheromones produced by the two parental female
types. The response of males to the pheromone is determined by a single sex-linked gene
with two alleles. The olfactory sensillae of the two types of males are different, which is
controlled by an autosomal locus with two alleles. Hybrid males give intermediate results
when tested for their electrophysiological responses, with E- and Z-cells yielding approxi-
mately equal spike amplitudes. The genes determining variation in pheromone production
and organization of male olfactory sensillae are not closely linked and are probably on
different chromosomes (Lofstedt 1990).

11.4.2. Selection Experiments

Selection experiments provide another traditional method to determine the degree to which
a given behavior is determined genetically. In a selection experiment, individuals with a
specific behavioral attribute are allowed to reproduce, and this process is repeated over
succeeding generations. Eventually, the behavior of the selected population is altered if
genetic variation for the attribute is present in the initial colony and the selection procedures
have been appropriate. The response of the population to selection can be analyzed to
estimate the heritability of the trait.

11.4.2.1. Migratory Behavior in Oncopeltus fasciatus

For example, migratory behavior of the large milkweed bug, Oncopeltus fasciatus, was
demonstrated to be under genetic control (Palmer and Dingle 1989). Strains of O. fasciatus
were selected for wing length and propensity to fly. Bidirectional selection (selection for
increased and decreased wing length) was performed for 13 generations, and the flight
behavior of individuals monitored. Individuals also were selected for flight time, and those
whose flight times totaled 30 min were considered “fliers,” while those with a short flight
time were labeled “nonfliers.”

Response to selection on wing length was rapid, and flight tests of the long- and short-
winged insects indicated there was a positive correlation between wing length and flight
duration. Selection after two generations for flight or nonflight likewise resulted in divergent
responses, indicating a large genetic component to flight behavior.

11.4.2.2. Analysis of Selection Experiments

To estimate the degree of genetic influence on a specific behavior, two measures are used:
the selection differential and the estimate of heritability. The response to selection (R) is the
difference in mean phenotypic value between the offspring of the selected parents and the
mean phenotypic value of the entire parental generation before selection (Falconer 1989).

R = h2S

R is the improvement or response to selection, h2 is the heritability of the characteristic under
selection in the population, and S is the selection differential. The selection differential
(S) is the average superiority of the selected parents expressed as a deviation from the pop-
ulation mean (Falconer 1989). The selection differential measures the difference between
the average value of a quantitative character in the whole population and the average value
of those selected to be parents of the next generation. It is measured in standard deviation
units.
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Heritability in the broad sense is the degree to which a trait is genetically determined.
Because behavioral traits are influenced by both genes and environment, heritability is
expressed as the ratio of the total genetic variance to the phenotypic variance (VG/VP).
Heritability in the narrow sense is the degree to which a trait is transmitted from parents to
offspring and is expressed as the ratio of the additive genetic variance to the total phenotypic
variance (VA/VP) (Falconer 1989).

Heritability could be estimated to be zero if the specific population being selected had no
variability for the behavioral attribute under study because it was inbred. Heritability could
be estimated to be one if the trait was completely determined by genes, and the environment
had little effect on the phenotype, although this would be an unusual outcome.

Heritability estimates provide no information about the actual mode of inheritance of a
quantitative trait because they represent the cumulative effect of all loci affecting the trait.
The number of loci involved generally can be determined only with elaborate and specially
designed experiments.

A number of assumptions are made when estimating heritability: 1) all loci affecting
the trait act independently of one another, and 2) the loci are unlinked (located on different
chromosomes). Another assumption 3) is that environment affects all genotypes in a similar
fashion. These three assumptions are not always justified. Thus, heritability estimates are
difficult to interpret, although they are useful for predicting response to selection under
specific environmental conditions.

Heritability estimates usually are made by regression-correlation analyses of close rela-
tives (parent–offspring, full sibs, half sibs), experiments involving response to selection, or
analysis of variance components. Traits with high heritabilities respond readily to selection
with an appropriate selection method. The magnitude of the response to the selection, that
is, the differences in mean values between parent and progeny generations, provides an
estimate of heritability in the narrow sense (h2

n). This estimate is valid only for the popu-
lation being examined, under the test conditions employed, for the behavior observed, and
for the method of measurement employed.

Heritability of most insect behaviors is relatively high, probably because many arthropod
behaviors are highly stereotyped (Ehrman and Parsons 1981). For example, the heritability
of locomotor activity of D. melanogaster has been estimated to be 0.51, and the heritability of
mating speed of male D. melanogaster has been estimated to be 0.33. Heritability for honey
production from honey bees ranged from 0.23 to 0.75, depending upon the experimental
conditions and colonies tested (Rinderer and Collins 1986). Italian honey bees are less able to
remove the parasitic miteVarroa thanAfricanized bees, and the heritability of this ability was
estimated to be 0.71 (Moretto et al. 1993). The inheritance of honey-bee stinging behavior
and body size was investigated by RAPD-PCR markers using crosses of European honey-
bee queens and drones from an African bee. A significant effect was found for the tendency
to sting and five quantitative trait loci (Hunt et al. 1998). Heritability of the length of the
pre-reproductive period in Helicoverpa armigera, which is when migratory flight occurs in
this noctuid moth, ranged from 0.54 to 0.16 (Colvin and Gatehouse 1993). Heritability of
host selection behavior by Asobara tabida, a parasitoid of Drosophila subobscura, ranged
from 0.03 to 1.0 depending upon the test method employed (Mollema 1991).

11.4.3. Some Polygenically Determined Behaviors

Behavior is often a continuous variable, controlled by multiple genes with small additive
effects (Plomin 1990, Heisenberg 1997). With such behaviors, the task of teasing apart
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the respective roles of genes and environment requires statistical analysis (Doerge 2002).
Drosophila behaviors determined by multiple genes include locomotor activity, chemotaxis,
duration of copulation, geotaxis, host plant preference, mating speed, phototaxis, preening,
and the level of sexual isolation within and between species. Multiple genes influence host
plant adaptation and host preference in insects, and learning also may affect host preference
(Papaj and Prokopy 1989, Via 1990). Host plant choice usually is a hierarchy of several
components. For example, attraction to a site from a distance and oviposition site preference
(egg laying at the site) are genetically distinct in Drosophila tripunctata (Jaenike 1986).

The genetic basis of host-plant specialization in the fruit flies Drosophila sechellia and
D. simulans is determined by a minimum of three or four loci that affect egg production,
survival, and host preference (R’Kha et al. 1991). Drosophila sechellia breeds in a single
plant, Morinda citrifolia, which is toxic to other Drosophila species. Its sympatric relative,
D. simulans, breeds on a variety of plants. The two species can be crossed, and the F1
hybrid embryos produced by D. simulans females are susceptible to Morinda fruit because
susceptibility is maternally inherited and fully dominant.

D. sechellia is stimulated by Morinda to produce eggs, but oviposition in D. simulans
is inhibited by this plant. In hybrid progeny, the inhibition observed in D. simulans is
dominant. F1 hybrids and backcross progeny exhibit intermediate, approximately additive,
behavior. These differences result in isolation of the two species in nature, although their
ranges overlap geographically. Thus, their ecological niches are determined by tolerance
to toxic products in the ripe Morinda fruit, with D. sechellia exhibiting a strong preference
for Morinda, an ability to detect fragrant volatiles from Morinda over a long distance, and
a stimulation of egg production by Morinda. By contrast, egg production in D. simulans is
inhibited by Morinda.

Other specific behavioral attributes that are inherited in a complex manner include: Musca
domestica (number of attempts to mate by males); Phormia regina (high and low ability
to learn to extend the proboscis to a stimulus applied to the forelegs); hybrid crickets
(call rhythm of males; female response to calling songs); Anopheles albimanus (ability to
avoid pesticides); Apis mellifera (high and low collection of alfalfa pollen, and stinging
behavior) (Ehrman and Parsons 1981, Hall 1985, Rinderer 1986). Gould (1986) found that
the propensity for cannibalism by larvae of Heliothis virescens is polygenically determined.
Most of these behaviors were analyzed by selection experiments.

11.5. Molecular Genetic Analyses of Insect Behavior

Molecular genetic analyses are providing significant advances in our knowledge of behavior
(Plomin 1990, Sokolowski 2001, Doerge 2002). Molecular genetic methods are unlikely
to replace traditional methods of behavior analysis, but the ability to identify, clone, and
sequence specific genes makes it easier to understand several behaviors, including the
periodicity of biological rhythms, mating behavior, locomotion, and learning. It is now
possible to clone a gene from one Drosophila species, insert it into a P-element vector, and
introduce the exogenous gene into mutant strains of D. melanogaster to confirm that the
putative gene does, in fact, code for the behavior of interest. Cloned genes from Drosophila
can, in some cases, be used as probes to identify genes from other arthropods, which then can
be sequenced and compared. The availability of the complete genome of D. melanogaster
will allow analyses of behavior that could not be conducted previously, as will be described
in the discussion of olfaction in D. melanogaster.
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11.5.1. The Photoperiodic Clock

The potential that molecular genetics offers is exemplified by the analyses conducted using
the period+ and other clock genes of D. melanogaster (Table 11.2). Most insects exhibit par-
ticular behaviors at a specific time of the day, which are due to the action of a circadian clock
that allows the insect to measure time (Kyriacou 1990, Takahashi 1992). Such circadian
rhythms have a number of characteristics:

1. The clocks that regulate such behavior usually are “free running” in constant
environments and are not simple responses to changes in light or temperature.

2. Although the rhythms are free running, an initial environmental signal is required to
start the clock. Among the cues that “set” the clock are alternating light and dark cycles,
high and low temperature cycles, or short pulses of light.

Table 11.2. Some Genes Involved in the Circadian Clock of Drosophila melanogaster

Gene (abbreviation) Mutant phenotype(s) Function(s)

period+ ( per+) Short-period, long-period; and
arrhythmic flies

Negative transcription element; per+
mRNA levels rise late in the day

Affects locomotion, eclosion,
courtship rhythms

Activated by the heterodimer of the
CLOCK and CYCLE proteins

PER proteins feed back negatively on
their own transcription

PER contains a protein dimerization
domain called PAS

timeless+ (tim+) Short-period, long-period, and
arrhythmic files

Negative element; tim+ mRNA levels
rise late in the day

TIM protein destabilized by light

Affects locomotion, eclosion, sleep TIM proteins feed back negatively on
their own transcription, interact with
PER

Clock+ (Clk+) Arrhythmic CLK, in combination with CYC,
activates transcription of per+ and tim+

Affects locomotion, eclosion, rhythm CLK negatively regulates itself

Mutants blind for “lights-on” response

cycle+ (cyc+) Arrhythmic CYC, in combination with CLK,
activates transcriptions of per+ and tim+

Affects locomotion and CYC negatively regulates itself
eclosion Mutants respond poorly to light–dark

cycles

cryptochrome+
(cry+)

Photoreceptor Sequence homologous to a photolyase;
binds TIM in a light-dependent manner

Resets rhythms Altered light response in mutants

doubletime+ (d+) Lengthens cycle in constant
darkness; affects locomotion, sleep

Casein kinase I involved in
phosphorylating PER, rendering it
unstable in absence of TIM

Adapted from Emery et al. (2000), Sancar (2000), Harmer et al. (2001), Merrow and Roenneberg (2001),
Sokolowski (2001), Williams and Sehgal (2001).



11.5. Molecular Genetic Analyses of Insect Behavior 327

3. The circadian rhythm is relatively insensitive to changes in temperature (temperature
compensated).

4. The clock can be reset by altering the cues that entrain the clock.

Drosophila melanogaster born and reared in constant darkness exhibit circadian loco-
motor activity rhythms as adults. However, the rhythms of the individual flies in these
populations are not synchronized with one another (Sehgal et al. 1992). Rhythms can be
synchronized if dark-reared flies are exposed to light treatments as first-instar larvae (or
as later instars). Light treatments occurring prior to hatching of the first-instar larvae fail
to synchronize adult locomotor activity rhythms, indicating the clock functions continu-
ously from the time larvae hatch until adulthood. The rhythm can be advanced, delayed, or
unchanged, depending on the phase of the cycle at which the cue is given.

The circadian rhythm has an approximate periodicity of 24 h. Molecular genetic analyses
of Drosophila clock mutants are providing a fundamental understanding of the mechanisms
of the circadian clock. Rapid advances have been made in the past few years in understanding
the molecular aspects of circadian clocks in a variety of organisms. Circadian rhythms are
found in all organisms and probably evolved early; common genetic elements are present in
Drosophila, Neurospora, mammals, and cyanobacteria (Lakin-Thomas 2000, Loudon et al.
2000, Allada et al. 2001, Harmer et al. 2001, Merrow and Roenneberg 2001, Williams and
Sehgal 2001). In Drosophila, the genes period+, timeless+, Clock+, cycle+, doubletime+,
and cryptochrome+ are now known to be involved in the circadian clock (Lakin-Thomas
2000, Emery et al. 2000, Table 11.2).

Numerous reviews have compared the molecular, genetic, and neurological components
of biological rhythms, reflecting the excitement of the scientific community in understanding
the molecular basis of this complex behavior (Hall 1995, 1998a; Iwasaki and Thomas 1997,
Dunlap 1998, 1999; Young 1998, Ishida et al. 1999, Giebultowicz 2000, Lakin-Thomas
2000, Wager-Smith and Kay 2000, Allada et al. 2001, Harmer et al. 2001, Williams and
Sehgal 2001). The numerous reviews are nearly overwhelming, and Hall (1998b) questioned
how it is possible “to review an over-reviewed subject—one whose reviews have even been
reviewed.”

11.5.1.1. The period + Locus of Drosophila

The Drosophila per+ locus is on the X chromosome, and mutations of it influence eclo-
sion, locomotor activity, and the length of the interpulse interval of the courtship song
(Table 11.2). Eclosion of wild-type flies (emergence of adults from the pupal case) typi-
cally occurs around dawn, when the presence of dew and high relative humidity increases
their survival rate (Figure 11.2A). Locomotor activity then decreases during midday and is
followed by increased activity again in the evening. Three classes of mutant alleles exist;
they shorten (perS mutants have 19-h eclosion rhythms), lengthen (perL mutants have 29-h
eclosion rhythms), or completely abolish circadian eclosion and locomotor activity rhythms
(per0 mutants). Flies with the per0 mutation eclose arrhythmically, but periodicity in eclo-
sion can be restored by P-element-mediated transformation of arrhythmic flies using the
wild-type per+ allele (Bargiello et al. 1984; Figures 11.2B, 11.2C).

The per+ gene is approximately 7 kb long and encodes a 4.5-kb transcript with eight
exons, the first of which is noncoding (Figure 11.3). One of the most striking features of
the protein is a series of threonine-glycine (Thr-Gly) repeats in the middle of the gene
(Costa et al. 1992, Guantieri et al. 1999). The region encoding the Thr-Gly repeat is
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Figure 11.2. Profiles of eclosion (emergence of adults from pupal cases) for populations of
A) D. melanogaster wild-type females , B) per0 males and females, and C) transgenic per0

individuals that have received a wild-type per+ gene by P-element-mediated transformation.
(Modified from Bargiello et al. 1984.)

polymorphic in length within and between Drosophila species and plays a role in the
thermal stability of the circadian phenotype. For example, 17, 20, or 23 repeats are found
in D. melanogaster populations, and a clinal pattern occurs along a north–south axis in
Europe and North Africa, with the shorter sequences in southern Europe (Costa et al. 1992).
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Figure 11.3. The exon/intron structure of the D. melanogaster per gene. The gene is approximately 7 kb
long, with 7 exons. The locations of the perL, per0, and perS mutations are indicated, as is
the region which codes for the variable number (17, 20, or 23) of Thr-Gly repeats.

Costa et al. (1992) suggested that the length polymorphism cline is maintained by natural
selection under different temperature conditions.

A large number of tissues express the per+ product, including embryonic, pupal, and
adult nervous systems, as well as the esophagus, gut, and ovaries. Liu et al. (1992) demon-
strated that the per+ gene product (PER) is predominantly found in cell nuclei in adult
Drosophila, and Hardin et al. (1992) showed that per+ mRNA levels undergo daily fluc-
tuations, which constitutes a feedback loop in which PER affects the oscillations of its
own mRNA. The fluctuations in per+ mRNA are due to fluctuations in gene transcription
because the per+ mRNAhas a relatively short half-life (Zerr et al. 1990), which is consistent
with the hypothesis that PER acts as a transcription factor (Table 11.2).

The per+ genes from D. simulans, D. virilis, D. pseudoobscura, and D. yakuba have been
cloned and sequenced. Parts of the gene are conserved among them and parts are highly
diverged, which suggests that conserved regions may encode basic functions common to
all (clock-type functions), while species-specific differences such as love songs, locomotor
activity, and eclosion profiles may be encoded within the variable regions (Kyriacou 1990).

Clock+, timeless+, cycle+, and doubletime+ are components of the circadian clock
(Kyriacou 1993, Table 11.2). In addition, autosomal mutations induce flies to eclose early
in a light–dark cycle; flies with mutations of phase-angle+ emerge in the predawn part of
the cycle instead of just after dawn, while flies with mutations of gate+ fail to eclose during
this narrow time window.

cryptochrome+ (cry+) is an important clock gene because it encodes a critical circadian
photoreceptor in Drosophila (Egan et al. 1999, Emery et al. 2000). The gene product, CRY,
belongs to a family of blue light-sensitive proteins which includes photolyases and plant
blue light photoreceptors. Flies overexpressing CRY are hypersensitive to light. The CRY
protein is probably the only dedicated circadian photoreceptor in Drosophila (Emery et al.
2000).

11.5.1.2. Song Cycle Behavior in Transgenic Drosophila

The courtship song is produced when males vibrate their wings. The song consists of two
components: 1) courtship hums, and 2) a series of pulses with interpulse intervals, which
can fluctuate between 15 and 85 milliseconds (Kyriacou and Hall 1989). The interpulse
intervals have a period of 56 sec in D. melanogaster and 35 to 40 sec in D. simulans.
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D. melanogaster males with the perS mutation sing with 40-sec periods, perL males sing
with 76-sec periods, and per0 males are arrhythmic.

The genetic basis of species-specific song instructions was confirmed by the transfer
of the per+ gene cloned from D. simulans into D. melanogaster via P-element-mediated
transformation (Wheeler et al. 1991). The D. simulans per+ gene restored a rhythm in
D. melanogaster lacking a rhythm, and transgenic D. melanogaster males produced song
cycles characteristic of D. simulans males. Wheeler et al. (1991) concluded that substitutions
in four or fewer amino acids in the per+ locus are responsible for the species-specific
courtship behavior.

11.5.1.3. Other Effects of per+

The per alleles affect locomotion, cellular rhythms, and development time. Flies with perS

develop faster than wild-type flies, and perL flies develop more slowly than the wild type
(Kyriacou 1990, 1993).

It has long been thought that circadian oscillations provided the clock for photoperiod-
ically induced diapause in insects (Takeda and Skopik 1997). Diapause is a genetically
determined state of arrested development that is induced prior to the onset of detri-
mental conditions. Hibernal diapause, which allows insects to survive over winter, is
often induced when insects develop during a period of cool temperatures under a short
daylength, which means they must be able to measure light and dark cycles. How-
ever, per+ appears to have no influence on the photoperiodic clock in D. melanogaster
(Saunders 1990). Females of a wild-type strain of D. melanogaster (Canton-S) and strains
with per mutations were able to discriminate between diapause-inducing short days and
noninductive daylengths. D. melanogaster adult females exhibit an ovarian diapause
when reared and held under short days and low temperature (12◦C). Females exposed
to long days at the same temperature reproduce. The critical daylength (the photope-
riod at which 50% of the individuals enter diapause) for Canton-S females at 12◦C is
approximately 14 h of light per 24 h. Photoperiodic response curves for the perS , perL,
and Canton-S strains were almost identical, although per0 flies showed shortened critical
daylengths. However, per0 females are able to discriminate between a long day and a short
day.

Many behaviors, including learning, involve temporally patterned events. The interval
between presentation of the conditioned stimulus and reinforcement is important in asso-
ciative learning. The conditioned stimulus must be presented before the unconditioned
stimulus, and the unconditioned stimulus must follow the conditioned within a relatively
brief interval. It was thought that the per+ gene could be involved in learning, based on
the observation that males with the perL allele in one experiment did not exhibit normal
experience-dependent courtship behavior. However, males with the wild-type or perS and
per0 alleles could be conditioned normally (Gailey et al. 1991).

11.5.2. Learning in Drosophila

It is difficult to produce a single definition of learning (Meller and Davis 1996, Tully 1996,
Waddell and Quinn 2001). Learning can be defined as a change in behavior with experience,
but this definition would not exclude responses such as growth and maturation, or other
processes that are triggered by events such as mating or feeding. Another definition is a
reversible change in behavior with experience, but this excludes phenomena in which the
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modification caused by some experience is fixed and resistant to further change. Another
definition is that learning is a more or less permanent change in behavior that occurs as a
result of practice, but this definition is ambiguous (Papaj and Prokopy 1989).

Papaj and Prokopy (1989) suggest the following properties are characteristic of learning
in insects: 1) The individual’s behavior changes in a repeatable way as a consequence of
experience. 2) Behavior changes gradually with continued experience, often following a
“learning curve” to an asymptote. 3) The change in behavior accompanying experience
declines in the absence of continued experience of the same type or as a consequence of a
novel experience or trauma.

Insect populations vary in their ability to learn. Genetic variability within strains has
been used to analyze learning in Drosophila, Phormia flies, and the honey bee (McGuire
and Hirsch 1977, McGuire 1984, McGuire and Tully 1987, Tully 1996, Menzel 1999).
Drosophila melanogaster can be sensitized and habituated, learn associations with positive
or negative reinforcement, and be classically conditioned (Davis and Dauwalder 1991).
Drosophila melanogaster can learn to run away from specific odors that they previously
experienced with an electric shock, and hungry flies can learn to run toward odors previously
associated with a sugar reward. Flies can learn visual, tactile, spatial, and proprioceptive
cues (Waddell and Quinn 2001). Analyses of memory mutants in Drosophila, including
dunce, rutabaga, amnesiac, radish, zucchini, cabbage, tetanic, turnip, linotte and latheo,
indicate that memory consists of distinct phases: short-term, intermediate, long-term, and
anesthesia-resistant memory (Table 11.3, Davis 1996, Sokolowski 2001).

Genetic analyses of learning in D. melanogaster began in the mid-1970s in Seymour
Benzer’s laboratory when D. melanogaster was trained to avoid an odor associated with a
shock (Benzer 1973). The learned avoidance lasted only a few hours, but the odor avoidance
test was used to screen mutagenized flies for strains that had normal olfaction and aversion
to shock, but an abnormally low ability to associate odors with shocks. The mutant flies
obtained were poor learners, but each had different phenotypes (Table 11.3). Flies with the
mutant gene amnesiac had a nearly normal learning ability but forgot rapidly. Flies with
mutated dunce genes had a shortened memory for several different conditioned behaviors
(Davis and Dauwalder 1991) due to a defective gene for cAMP-specific phosphodiesterase,
an enzyme that regulates levels of cyclic AMP (cAMP). The dunce flies have elevated
cAMP levels (Zhong and Wu 1991). cAMP is part of a “second messenger” signaling
pathway in nerve cells that help form associative memories. The dunce flies have impaired
synaptic transmission because the excess of cAMPleads to hyperpolarization of the synaptic
terminals, resulting in a chronically lowered availability of neurotransmitter (Delgado et al.
1992).

The dunce+ gene is one of the largest and most complex identified in Drosophila, extend-
ing over 140 kb. It produces, by the use of multiple transcription start sites, alternative
splicing of exons, and differential processing of 3′ sequences, at least eight to 10 RNAs
ranging in size from 4.2 to 9.5 kb. One unusually large intron, 79 kb in length, contains
at least two genes (Sgs-4 and Pig-1) within it (Chen et al. 1987, Qiu et al. 1991). This
“genes within an intron” arrangement is uncommon. One of the contained genes, Sgs-4+, is
expressed in larval salivary glands and provides the glue used by larvae to attach themselves
to the surface for pupation. Sgs-4+ is transcribed in the same direction as dunce+. The sec-
ond gene, pre-intermolt+, also is expressed in larval salivary glands but is transcribed in
the opposite direction. Genes homologous to dunce+ have been identified in mice, rats, and
humans, and the mammalian counterpart of dunce+ functions in regulating mood (Tully
1991a).
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Table 11.3. Some Single Genes Involved in Learning and Memory of

Drosophila melanogaster

Gene Mutant phenotype(s) Function(s)

dunce+ Short-term memory defective cAMP-specific phosphodiesterase that degrades the
adenylate cyclase produced by rutabaga+

Affects locomotor rhythms, ethanol tolerance,
learning

rutabaga+ Short-term memory defective Adenylate cyclase decreases expression of cAMP,
affects courtship, learning, ethanol tolerance,
grooming

amnesiac+ Middle-term memory defective Neuropeptide, stimulates cAMP synthesis
Affects ethanol tolerance

radish+ Anesthesia-resistant long-term memory Affects only one type of long-term memory

cabbage+ Long- and short-term memory (?)

turnip+ Long- and short-term memory Involved in the protein kinase C pathway
Affects olfactory discrimination and larval, visual,
and reward learning

latheo+ Acquisition of initial memory defective? Involved in short-term memory; affects DNS
replication and synaptic plasticity?

linotte+ Retarded learning
Mutants have structural brain defects
(mushroom bodies and central complex)

Encodes a novel protein or is an allele of the
derailed receptor tyrosine kinase

Volado+ Short-term memory
Expressed in mushroom

Cell surface receptor altered, involved in synaptic
remodeling underlying learning and memory; two
variants of α-integrin coded for

leonardo+ Short-term and olfactory learning Affects protein 14-3-3-, which is involved in
intracellular signaling that activates and represses
protein kinase C activity, activates tyrosine
hydroxylase and tryptophan hydroxylase (enzymes
involved in catecholamine and serotonin synthesis)
serotonin synthesis)

Adapted from Dubnau and Tully (1998), Sokolowski (2001), Waddell and Quinn (2001).

dunce+ is expressed in the mushroom bodies in the brain of D. melanogaster
(Figure 11.1). This was discovered because the mushroom bodies can be stained with an
antibody to the dunce+-encoded protein (Figure 11.1). The activity of the dunce+ gene was
identified by the enhancer trap method (O’Kane and Gehring 1987), a technique which
involves placing a reporter gene (such as β-galactosidase which turns the fly’s brain tissues
blue when the substrate is added) into the P element under the control of a weak constitu-
tive promoter. When this P element is brought in proximity to a tissue-specific enhancer
after the P inserts into a chromosome, β-galactosidase expression will be regulated by the
“native” enhancer in a tissue- and stage-specific pattern. Ideally, β-galactosidase will be
expressed in a manner similar to the native gene. To determine which genes are expressed
in the mushroom bodies, fly brains were screened and some 50 learning mutants were iden-
tified, including several alleles of rutabaga+. Subsequently, mutations of rutabaga+ were
found to cause decreased expression of cAMP, and the rutabaga protein was identified as
an adenylate cyclase (Han et al. 1992, Table 11.3).
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Mushroom bodies are important for olfactory learning and memory. In D. melanogaster
these structures are paired and consist of about 2500 neurons (Davis 1993, Heisenberg
1998, Figure 11.1). Mushroom bodies receive olfactory information from the antennal lobes.
Mushroom bodies house part of the short-term memory for odors, are required for courtship
conditioning memory, and are necessary for context generalization in visual learning, as
well as regulating the transition from walking to rest (Zars 2000). By analyzing a Drosophila
strain with alpha-lobes-absent, a mutation which causes flies to lack either the two vertical
lobes of the mushroom body or two of the three median lobes which contain branches of
the vertical lobe neurons, Pascual and Preat (2001) found that long-term memory requires
the vertical lobes. Short-term memory was normal in flies lacking either vertical lobes or the
two median lobes.

Learning requires other brain centers, including the antennal lobes, the central complex,
and the lateral protocerebrum in insects (Davis 1993, Hansson and Anton 2000). During
metamorphosis, the nervous system of holometabolous insects such as Drosophila changes
significantly. A controversy has existed as to whether flies retain learned behavior after
metamorphosis from larvae to adults. There is no evidence that larval conditioning induces a
change in adult olfactory responses (Barron and Corbet 1999). This is not surprising, because
larval sense organs undergo histolysis during the pupal stage and adult sense organs are
formed de novo from imaginal discs. The mushroom bodies of the fly brain are extensively
rewired during metamorphosis.

Drosophila carrying a mutant version of the turnip+ gene have difficulty in olfactory
discrimination, conditioning of leg position, and larval, visual, and reward learning (Table
11.3). The turnip+ gene is located on the X chromosome and is associated with reduced
protein kinase C activity (Choi et al. 1991). Specifically, turnip mutants are defective in
phosphorylation of pp76, a membrane protein in head tissues. Protein phosphorylations
have been implicated repeatedly in changes underlying learning and short-term memory.

Additional mutated genes, including radish, amnesiac, cabbage, latheo, and linotte, are
involved in abnormal learning or memory of D. melanogaster (Table 11.3). For example,
flies with the X-linked radish mutation initially learn in olfactory tests, but their subsequent
memory decays rapidly at both early and late times after learning. The radish flies show
normal locomotor activity and sensitivity to odor cues and electric-shock reinforcements
used in the learning tests. Anesthesia-resistant memory, or consolidated memory, is strongly
reduced in D. melanogaster with the radish phenotype (Folkers et al. 1993).

The rutabaga+ gene codes for an adenylyl cyclase and is expressed in Drosophila mush-
room bodies. This gene is involved in olfactory short-term memory (Zars et al. 2000).
Likewise, Volado+, which codes for an α-integrin that mediates cell adhesion and signal
transduction, is expressed in mushroom body cells of Drosophila and mediates short-term
memory in olfactory learning (Grotewiel et al. 1998). Integrins have diverse biological
roles, including cell-cycle regulation, cell migration, and cell death (apoptosis), function-
ing as mediators of interactions between cells with the extracellular matrix. Integrins also
can transduce information across cell membranes bidirectionally. Grotewiel et al. (1998)
speculated that integrins might produce a rapid alteration in the structure and efficacy
of a synapse, without the necessity for protein synthesis. Alternatively, integrins might
function through ligand binding followed by intracellular signaling events, through Ca2+
mobilization, tyrosine kinase activation, or induction of protein kinase C.

The enlightenment obtained from the study of Drosophila learning mutants is providing
an understanding of learning in higher organisms (Tully 1991a,b, 1996, Dubnau and Tully
1998, Sokolowski 2001, Waddell and Quinn 2001).
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11.5.3. Functional Genomics of Odor Behavior in Drosophila

The ability to respond to odors is essential for survival and reproduction, allowing insects
to select mates, find and choose food, and locate appropriate oviposition sites. A beginning
has been made in understanding the complex genetic basis of odor behavior in insects using
D. melanogaster as a model system (Field et al. 2000, Vosshall 2000, Anholt et al. 2001).
Efforts also are being made to evaluate olfaction, learning, and memory in the honey bee
in a comparative neurogenomics approach (Maleszka 2000).

Odors are received by olfactory receptors located on the antennae and the maxillary
palps, which send their axons to the antennal lobes in insect brains. Each third antennal
segment in D. melanogaster contains about 1300 olfactory receptor cells, and each maxillary
palp carries 120 chemosensory neurons (Anholt et al. 2001). These neurons project to 43
glomeruli in the antennal lobe of the brain. From there, processed olfactory information
is relayed to higher-order brain centers (the mushroom body and the lateral horn of the
protocerebrum).

It is thought that there are fewer than 100 types of odor receptors in insects (Vosshall
et al. 1999), perhaps as few as 50 or 60 (Vosshall et al. 2000). By contrast, mammals have
more than 10,000 different receptor types. The molecular receptors in an olfactory system
involve seven G-protein-coupled transmembrane proteins (Mombaerts 1999). Such proteins
are found in the mouse and rat, where the number of such genes number approximately
1000 or nearly 1% of the genome, which certainly indicates that odor reception is an
important component of the mammalian genome. Sequencing the Drosophila genome has
allowed similar receptor proteins to be identified in an insect using a comparative genomics
approach (Vosshall 2000, Clyne et al. 1999, Vosshall et al. 2000). The receptor genes
were found by searching the Drosophila genome to identify sequences that might encode
transmembrane domains. The receptors found consist of large multigene families (Clyne
et al. 2000, Vosshall et al. 1999). Once an odor or pheromone has activated the olfactory
receptors, it needs to be deactivated. Several enzymes have been found that appear to
degrade odor stimulants, including esterases, oxidases, and glutathione transferases (Field
et al. 2000).

D. melanogaster is able to recognize and discriminate between a large number of odorants
(Vosshall 2001). Because there are as few as 50 or 60 types of receptors in insects, each
olfactory sensory neuron responds to several odorants, but responds maximally to only one
(Dryer 2000). Whereas the average olfactory receptor gene is expressed in 20 olfactory
neurons, some receptor genes are expressed in only two to three neurons. Seven olfactory
receptor genes are expressed solely in the maxillary palp (Vosshall et al. 2000).

The approximately 50 to 60 odorant receptor genes in insects encode a novel family of
proteins with seven membrane-spanning domains; these genes are unrelated to vertebrate
or nematode chemosensory receptors, suggesting the genes emerged in an independent
manner during evolution (Dryer 2000, Vosshall 2001). Furthermore, the Drosophila genes
are poorly grouped into subfamilies of similar sequences because they exhibit low levels
of sequence similar to each other (Dryer 2000).

11.5.4. Learning in Apis mellifera

Mushroom bodies in the Hymenoptera are much larger than those in Drosophila, which may
reflect the importance of the mushroom bodies for social behavior, learning, and memory
in the honey bee (Rinderer 1986, Rybak and Menzel 1993, Meller and Davis 1996).
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Many social Hymenoptera (ants, bees, wasps) have complex behaviors, including caring
for their brood. Social bee species such as Apis mellifera feed, protect, and nurse larvae,
store food, and respond to adverse environmental factors. They search for nectar and pollen
at unpredictable sites; they learn the celestial and terrestrial cues that guide their foraging
trips over long distances and allow them to find their nest sites once again. They learn how
to respond to the changing position of the sun, to a pattern of polarized light during the
day, and to landmarks. Associative learning is an essential component to foraging behavior
and dance communication. Hive mates attending a dance performance learn the odor the
dancing bee carries and seek out that same odor when they forage for food.

The complexity of bee behavior makes it an ideal organism to analyze to better understand
learning, especially in response to odors (Hammer and Menzel 1995, Ray and Ferneyhough
1999, Galizia and Menzel 2000a). Associative olfactory learning in honey bees has several
features similar to higher forms of learning in vertebrates (Grunbaum and Muller 1998).

11.5.5. Pheromones in Insects

Many insects use chemical cues as signals to find mates, and molecular genetic methods are
now used to study various aspects of pheromone response behavior. For example, genes are
being identified, characterized, and cloned that code for proteins involved in the synthesis of
pheromones (a substance released by the body that causes a predictable reaction by another
individual of the same species), the perception of semiochemicals (chemicals that influence
insect interactions), and the processing of the signals (Krieger and Breer 1999, Mombaerts
1999, Tillman et al. 1999, Field et al. 2000).

Pheromone biosynthesis appears to use one or a few enzymes that convert the products of
normal primary metabolism into compounds that act as pheromones (Tillman et al. 1999).
For example, pheromones arise from isoprenoid biosynthesis, or by the transformation of
amino acids or fatty acids. A number of genes encoding the enzymes involved in trans-
forming metabolites into pheromones have been cloned and sequenced (Field et al. 2000).
The production of pheromones by insects is regulated by three hormonal messengers: juve-
nile hormone III, ecdysteroids, and a neuropeptide called PBAN (pheromone biosynthesis
activating neuropeptide).

Perception of volatile pheromones is mediated by olfactory organs (sensillae) located
primarily on the antennae. Some receptor neurons on the antennae appear to respond to
one particular chemical (specialist neurons), but others appear to respond to a number of
compounds (generalist neurons). Pheromones often are perceived in combination with other
chemicals, including plant volatiles.

The detection of pheromones and other chemicals by insects involves proteins (odorant
binding proteins, OBPs) that carry the compounds from the surface of the antennal sen-
silla through the sensillum lymph to the G-protein-coupled receptors and the olfactory
neurons (Prestwich 1996, Krieger and Breer 1999). The odorant binding proteins (which
includes pheromone binding proteins) are small, soluble proteins that are concentrated
in the sensillum lymph. Genes and cDNAs encoding OBPs of many insects have been
cloned (Christophides et al. 2000). Analysis indicates that the binding proteins of unrelated
species have low levels of amino acid sequence similarity, although they do have a con-
served region with cysteines that may be important for function. It appears that there has
been gene duplication and divergence of odorant binding protein genes, with moth proteins
belonging to one branch and the proteins of other insects not closely related (Christophides
et al. 2000).
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Multielectrode recording of the Manduca sexta antennal lobe indicates that the relative
timing of action potentials may convey information about odor concentration and mixture
(Galizia and Menzel 2000b). Rapid progress in elucidating olfaction and gustation in insects
promises to advance our understanding of how insects perceive chemical cues in their
environment.

11.5.6. Neurobiochemistry of Drosophila

Molecular neurobiology is concerned about how the nervous system controls behavior at the
molecular level (Glover and Hames 1989). What are the biochemical substrates of behavior?
A molecular genetic approach using Drosophila is providing interesting answers for both
insects and mammals. For example, a potassium channel gene family was cloned first from
Drosophila and subsequently from humans and mice using probes from Drosophila. The
Shaker+, Shal+, Shab+, and Shaw+ subfamilies of the K+ channel gene family have been
found in the Chordata, Arthropoda, and Mollusca, suggesting that the ancestral K+ channel
gene had already given rise to these subfamilies by the time of the Cambrian radiation
(Salkoff et al. 1992).

A number of enzymes and receptors are involved in neurobiology, including receptors for
neurotransmitters and hormones, ion channel proteins and associated signal transduction
components, brain-specific protein kinases, enzymes for transmitter synthesis, neuropeptide
processing enzymes, neuron-specific growth or survival trophic factors and their receptors,
inhibitors of neuronal growth, glial-specific growth factors and their receptors, proteins
associated with memory, neuronal cytoskeleton and axonal transport proteins, and others
not listed here or yet to be identified. A major endeavor in molecular neurobiology involves
establishing the primary structure of all the categories of proteins involved in nerve signal
reception and transmission (Barnard 1989).

11.5.6.1. Electrical Signaling

The nervous system receives information about its internal and external environment, pro-
cesses this information, and produces an appropriate response. The signaling of nerve cells
depends on the electrical status of their outer membranes. Nerve cells maintain a potential
difference across the membrane with the inside of the cell negative relative to the out-
side of the cell. The resting nerve cell also maintains concentration gradients of sodium,
calcium, and potassium ions. Sodium and calcium ions are at a relatively high concentra-
tion outside the cell, while potassium ion levels are relatively high inside the cell. Signaling
then involves a change in the resting membrane potential brought about by charge trans-
fers carried by ionic fluxes through gated pores formed by transmembrane proteins called
channels.

Ion channel proteins catalyze the transmembrane flow of ionic charge by forming narrow,
hydrophilic pores through which ions can diffuse passively (Miller 1991). Ion channels
must open or close rapidly in response to biological signals (= gating). Furthermore, the
open pore is generally selective and will determine which ions will permeate and which will
not (ionic selectivity). Thus, a specific channel will permit K+ but not Na+ to pass, even
though these ions are not geometrically elaborate structures and are thus not recognized
specifically by enzymes.

Stimuli from the environment are perceived by specialized nerve cells (sensory cells).
Each type of sensory cell responds to a particular stimulus such as light, sound, touch, heat,
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or chemicals such as pheromones. These sensory cells transform and amplify the energy
provided by a stimulus into an electrical signal (= sensory transduction). Sensory
transduction is probably due to an alteration in the ionic permeability of the sensory
cell membrane, which causes a depolarization of the membrane of the sensory cell from its
resting level. The amplitude and duration of this departure generally increases logarithmi-
cally with the intensity of the stimulus. This signal is local and is not transmitted along the
nerve cell; however, it acts as a stimulus to the axon, and if the depolarization increases
over a threshold level, the signal will trigger a change in action potential in the axon.
Action potentials are all-or-nothing electrical impulses that propagate without distortion or
attenuation along the entire length of an axon.

The generation and propagation of an action potential alters ionic conditions within the
cell. When axonal membranes are depolarized, sodium channels open and allow sodium
ions to flow down their gradient into the cell, producing the depolarizing phase of an action
potential. Within milliseconds after the sodium channels are opened, they are inactivated,
but at about the same time the membrane depolarization activates potassium channels, and
the reciprocal K+ flow repolarizes the cell and restores the membrane resting potential.
During the course of an action potential, the sodium currents in one region of the axon
membrane cause the depolarization and firing of an action potential in an adjacent region
of the membrane so that the action potential is propagated along the full length of the
axon.

The electrical signal is transmitted between cells at special sites called synapses, which
occur between two nerve cells as well as between nerve cells and effectors such as
muscle cells. The signal is relayed by a chemical neurotransmitter which is packaged
in membrane-bound vesicles. When an action potential reaches the presynaptic termi-
nal, the depolarization activates calcium channels in the presynaptic membrane and the
subsequent influx of calcium ions leads to the release of neurotransmitter. The neuro-
transmitter diffuses to the postsynaptic cell and interacts with specific receptors on that
cell surface. Receptors are activated in response to binding of the specific neurotransmit-
ter molecules. Generally, the size and duration of a synaptic potential reflect the amount
of transmitter released by the presynaptic terminal. By depolarizing the postsynaptic cell
above the threshold, the synaptic potential triggers the generation of an action potential,
which continues the signaling one step further along the neural pathway (Ganetzky and Wu
1989).

11.5.6.2. Neurotransmitters

Acetylcholine (ACh) is the major neurotransmitter in the central nervous system of
Drosophila and other insects. Choline acetyltransferase (ChAT) is the biosynthetic enzyme,
and acetylcholinesterase (AChE) is the degradative enzyme. AChE terminates synap-
tic transmission by rapidly hydrolyzing acetylcholine. Both enzymes are found in the
Drosophila central nervous system, and their genes have been cloned (Ganetzky and Wu
1989, Fournier et al. 1989).

The acetylcholinesterase gene (Ace) from Drosophila is 34 kb long and is split into ten
exons, with the splicing sites of the two last exons precisely conserved among Drosophila
and vertebrate cholinesterases (Fournier et al. 1989). The deduced mature Ace tran-
script is 4.2 kb long. A gene for an acetylcholine receptor subunit has been identified
and cloned, and the amino acid sequence of this AChR shares similarity with vertebrate
sequences.
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11.5.6.3. Ion Channels

Two types of ion channels, permeable to sodium (Na+) or potassium (K+) ions, are respon-
sible for membrane electrical phenomena. The Na+ and K+ channels are encoded by
multigene families. Genes that affect Na+ channels have been cloned (Salkoff et al. 1987),
including napts (no action potential, temperature-sensitive) and para (paralytic). The napts

gene affects the level of Na+ channel activity and, at high temperatures, causes paralysis
associated with a loss of action potentials (Kernan et al. 1991). The mutation parats is a
temperature-sensitive mutation that causes instantaneous paralysis of adults at 29◦C and of
larvae at 37◦C and encodes Na+ channels (Loughney et al. 1989). The para locus encodes a
protein that shares regions of extensive amino acid similarity with the α subunit of vertebrate
Na+ channels. Mutations of several different genes (Shaker, Shal, Shab, and Shaw) alter K+
currents (Covarrubias et al. 1991). One of the best-studied is Shaker. D. melanogaster car-
rying the Shaker allele exhibit aberrant behavior, shaking their legs when anesthetized with
ether. The underlying mechanism for this phenotype has been determined using molecular
analyses (Papazian et al. 1987).

Flies in which the Shaker gene is deleted still have K+ currents, which suggests that K+
channel proteins also are encoded by other genes. Butler et al. (1989) used a cDNA probe
for Shaker and low-stringency hybridization of a cDNA library to isolate three additional
family members, Shab+, Shaw+, and Shal+. These genes are organized similarly to Shaker+
in that only a single domain containing six presumed membrane-spanning segments is
coded by each mRNA. These four genes define four K+ channel subfamilies in Drosophila,
and homologous genes isolated from vertebrates all appear to fall into one of these four
subclasses.

Other K+ channel mutants, including ether-a-go-go (Warmke et al. 1991) and a calcium-
activated K+ channel gene (slo) (Atkinson et al. 1991), have been isolated. Another
neurotransmitter, γ -aminobutyric acid (GABA), is a major inhibitory agent in the insect
nervous system. The synthesis of GABA is controlled by the enzyme glutamic acid
decarboxylase (GAD) (Jackson et al. 1990).

11.5.7. Divergent Functions of Est-6 and Est-5 in Two Drosophila Species

Evolutionary changes in gene regulation can be important in macroevolutionary change
and species divergence. One case study involves an analysis of the esterase 6 enzyme in
Drosophila melanogaster and its homolog (esterase 5) in D. pseudoobscura (Brady and
Richmond 1990). This gene influences behavior in D. melanogaster but has a very different
function in D. pseudoobscura.

Esterase-6 (Est-6) in D. melanogaster influences male mating speed and rate of remating
by females. Fast and slow variants of esterase 6 protein, as detected by electrophore-
sis, are produced in natural populations of D. melanogaster. More esterase 6 protein is
produced in adult males than in females. The enzyme is highly concentrated in the ante-
rior ejaculatory duct of males and is transferred to females during the first 2 to 3 min
of the 20-min copulation. Enzyme activity in females can be detected up to 2 h after
mating and influences the timing of remating by females. Males transfer a substance in
the seminal fluid which is converted in the females’ reproductive tract by esterase 6 into
a pheromone that serves as an antiaphrodisiac. The antiaphrodisiac reduces the sexual
attractiveness and receptivity of females, reducing the likelihood she will remate. Because
the sperm from the most recent male takes precedence in fertilizing a female’s eggs,
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this behavior appears to encourage monogamy in D. melanogaster females (Richmond
et al. 1986).

Est-6 also influences the rate of mating of males in D. melanogaster. Males with the slow
variant of the protein require 10.2 min to achieve copulation with females, while males
with the faster-moving protein require only 5.7 min. Once the Est-6 gene was cloned, it
was used as a probe to identify homologous genes in related species, which can provide
clues to the evolution of behavior (Brady and Richmond 1990), and Est-5 was isolated from
D. pseudoobscura. Surprisingly, Est-5 has a different function in D. pseudoobscura; it is
expressed in the eyes and hemolymph. Despite these different patterns of expression, Est-6
and Est-5 have similar protein products, transcripts, and DNA sequences.

When Est-5 from D. pseudoobscura was cloned into a P element and introduced into
D. melanogaster, its activity and pattern of expression in D. melanogaster matched those
of D. pseudoobscura, implying that regulatory elements had been conserved since the
divergence of the two species 20 to 46 million years ago. Brady and Richmond (1990)
speculated that the enzyme in the common ancestor of these two species had a more extensive
expression pattern. After their divergence, regulatory mutations may have occurred that
enhanced Est-5 expression in the eyes of D. pseudoobscura, while mutations in Est-6 led
to increased expression in the male ejaculatory duct of D. melanogaster. Thus, the use of
DNA sequence similarity to identify behavioral (and other) genes can lead to surprises.

11.5.8. Courtship Behavior in Drosophila

Mating behavior of D. melanogaster is stereotypical, with a fixed sequence of actions
that are under genetic control. Courtship involves visual stimuli, acoustic signals, and
pheromones (Hall 1994, Yamamoto et al. 1997, Goodwin 1999, Savarit et al. 1999,
Greenspan and Ferveur 2000). Male courtship behavior involves six elements in the fol-
lowing fixed order: orienting → following → wing vibration → licking → attempting to
copulate → copulation.

Sexual differentiation in Drosophila, described in Chapter 10, is controlled by a short
cascade of regulatory genes, the expression of which determines all aspects of maleness and
femaleness in the soma and the central nervous system. These genes also influence courtship
behavior. Sexual behavior is irreversibly programmed during a critical period as a result
of the activity, or inactivity, of the control gene tra+. Male behavior is replaced by female
behavior when tra+ is expressed around the time of puparium formation (Arthur et al. 1998).

Other genes indirectly affect courtship behavior in Drosophila, including genes that
involve general behavior ( yellow+, inactive+, couch potato+, cuckold+, minibrain+,
nerd+); visual behavior (white+, optomotor-blind+, no-receptor-potential-A+); olfac-
tion (smellblind+); learning/memory genes (dunce+, rutabaga+, amnesiac+, Shaker+,
ether-a-go-go+); regulating periodicity of behavior ( period+); courtship song mutants
(cacophony+, dissonance+, croaker+, fruitless+); and female receptivity (spinster+)
(Hall 1994).

The fruitless mutation is involved in both sex determination and courtship behavior and
is active in the central nervous system (Hall 1994, Ryner et al. 1996, Goodwin 1999, Baker
et al. 2001). Males with the fruitless mutation may court both females and males without
copulating. Male flies expressing this gene are unable to bend their abdomens in the presence
of females they are courting because they lack a male-specific muscle of Lawrence. Some
fruitless mutations cause males to be homosexual (they court only males), while others
cause males to be bisexual (they court both males and females) (Yamamoto et al. 1997).
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The fruitless+ gene is the first gene in a branch of the sex-determination hierarchy
functioning specifically in the central nervous system, with mutants of this gene affect-
ing nearly all aspects of male sexual behavior (Ryner et al. 1996, Villella et al. 1997,
Goodwin et al. 2000). It is at least 140 kb long and produces a complex array of tran-
scripts by using four promoters and alternative splicing; the male-specific transcripts
are expressed in only a small fraction of the central nervous system (Goodwin et al.
2000).

Another mutation, dissatisfaction, is necessary for some aspects of sex-specific courtship
behavior and neural differentiation in flies of both sexes. Mutant males are bisexual but,
unlike fruitless males, attempt to copulate. Males with the dissatisfaction phenotype take
longer to copulate with females. Females with the dissatisfaction phenotype are unreceptive
to male advances during courtship and do not lay mature eggs (Goodwin 1999). Mating
behavior of normal females involves the following sequence: stopping moving → offering
the courting male a chance to lick the female’s genitalia → allowing males to attempt
copulation. A nonreceptive female leaves the courting male, and if the male pursues her, she
may kick him. Nonreceptive virgin females persistently repel male approaches by lifting
their abdomens up to block physically any contacts with males. Nonreceptive fertilized
females lower their abdomens and extrude their ovipositors and eggs to repel males. Thus,
female receptivity varies with age, diet, hormonal condition, and mating experience. The
spinster mutation affects the sexual receptivity of females throughout their lives, and females
with the spinster phenotype continuously leave, kick, or fend off courting males (Hall 1994,
Suzuki et al. 1997).

Both D. melanogaster and D. simulans females produce contact pheromones,which con-
sist of cuticular hydrocarbons that elicit wing displays by males (Ferveur 1997). These
chemical signals have a low volatility, act at a very short distance (a few millimeters), and
are perceived by contact rather than smell. Flies from a given strain, sex, and age pro-
duce a reproducible pattern of cuticular hydrocarbons, the biochemical pathway of which
is under genetic control. The most important hydrocarbons involved are 7-tricosene and
7-pentacosene. One mutation, Ngbo, influences the ratios of 7-tricosene and 7-pentacosene
in D. simulans. Another, kete, reduces the amount of 7-tricosene and all other linear hydro-
carbons but does not affect the ratio (Ferveur and Jallon 1993). Flies homozygous for both
kete and Ngbo have reduced viability and fertility, perhaps because they have very little
7-tricosene.

Experiments were conducted to eliminate genetically all known cuticular hydrocarbons in
D. melanogaster in order to determine how mating behavior would be modified (Savarit et al.
1999). The results were surprising; contrary to expectation that D. melanogaster females
lacking cuticular pheromones would induce no courtship by males, such females remained
attractive. Additional analysis indicated that undetermined pheromone(s), probably also
cuticular hydrocarbons, were present on both control and transgenic flies. Savarit et al.
(1999) suggested that these newly discovered pheromones represent ancestral attractive
substances in D. melanogaster and its sibling species.

11.5.9. Speciation Genes in Drosophila

Changes in sexual behavior can result in reproductive isolation between populations, lead-
ing to speciation. Studies of sexual behaviors in Drosophila species have led to different
conclusions about the number of genes involved in speciation by this mechanism (Doi et al.
2001, Ting et al. 2001).
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Analyses of the genetics of speciation usually involve crossing pairs of related species that
do not normally mate, but will do so under laboratory conditions when given no choice. The
progeny of such “interspecific” crosses then are examined to determine what phenotypes
are related to their reproductive isolation. Reproductive isolation can be due to sterility
of the hybrids (postmating isolation) or differences in mate preference (contributing to
premating isolation). Study of postmating isolation mechanisms indicate that a number of
genes (loci) are involved.

Premating isolation is thought to be a common cause of speciation in insects caused by a
divergence in male sexual signals and female preferences. As a result, assortative mating
occurs, with individuals preferring to mate with individuals who resemble themselves. Ting
et al. (2001) studied the sexual isolation of two populations of D. melanogaster (M and
Z forms). Z females strongly prefer Z males over M males; this preference is due to at
least four loci on chromosome III that influence male behavior and at least three loci that
influence female behavior, suggesting that premating isolation has a multigenic basis.

By contrast, Doi et al. (2001) used D. ananassae and its sibling species D. pallidosa
to analyze sexual isolation. These species are almost completely isolated, but ananassae
females no longer discriminate strongly against pallidosa males if the males are prevented
from singing their songs (by removing their wings) or if females are prevented from hear-
ing them (by removing their ears). This suggests that divergence in male song patterns
and associated female preferences underlies this sexual isolation. The genetic basis of the
preference of ananassae females for ananassae males appears to be a single dominant gene.

The divergence of acoustic signals alone appears to explain the isolation between the
ananassae and pallidosa species, but the basis of mate choice in the M and Z forms of
D. melanogaster appears to involve different signals, which probably are determined by
multiple genes. The histories of these populations could explain the different isolation mech-
anisms. M and Z forms of D. melanogaster appear to have diverged in the same geographic
area (sympatric speciation), but the ananassae and pallidosa species may have evolved
while isolated geographically (parapatric species). Analyses of additional populations and
species are required to resolve how many behavioral genes are involved in speciation (Butlin
and Ritchie 2001).

11.6. Human Neurodegenerative Diseases and
Addictions in Drosophila

Drosophila is perhaps unique among eukaryotes in the variety and level of sophistication
that can be applied to understand its neurobiology and behavior. As a result, Drosophila
is being studied to gain knowledge about various neurodegenerative diseases in humans
(Mutsuddi and Nambu 1998, Andretic et al. 1999, Feany 2000, Fortini and Bonini 2000).

Modeling diseases in simple invertebrate systems is attractive because genetics can define
cellular cascades mediating death of neurons in Parkinson’s disease, the second most
common neurodegenerative disorder in humans (Feany and Bender 2000). Transgenic
Drosophila containing a mutant form of the human α-synuclein gene exhibit the essen-
tial features of Parkinson’s disease in humans, making it possible to study the function of
α-synuclein and determine the underlying pathogenic mechanisms in a genetically tractable
animal.

The spongecake mutant of Drosophila shows degenerative changes similar to those seen
in humans with Creutzfeld–Jakob disease, while the eggroll mutant produces changes
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similar to those seen in humans with Tay–Sachs disease (Min and Benzer 1997). The
beta-amyloid protein precursor-like (Appl ) gene of Drosophila encodes a homolog of the
human β-amyloid precursor protein which gives rise to β-amyloid, a major component of
the plaques found in patients suffering from Alzheimer’s disease (Luo et al. 1992). Another
protein associated with Alzheimer’s disease, presenilin, has been found in Drosophila, and
studies suggest it also may be involved in the development of the pathology (Fortini and
Bonini 2000). A Drosophila homolog was identified for the human gene for copper/zinc
superoxide dismutase; mutants of this gene are implicated in Lou Gehrig’s disease (McCabe
1995, Phillips et al. 1995).

A recessive mutant (bubblegum) in D. melanogaster exhibits adult neurodegeneration
similar to that seen in the human disease adrenoleukodystrophy (ALD), otherwise known
as the disease cured in the movie Lorenzo’s Oil (Min and Benzer 1999). In ALD, high levels
of very long chain fatty acids are produced that can be lowered by dietary treatment with a
mixture of unsaturated fatty acids; feeding the ALD flies one of the components, glyceryl
trioleate oil, blocked the accumulation of excess very long chain fatty acids and eliminated
the development of pathology. Thus, bubblegum flies provide a model system for studying
mechanisms of disease and screening drugs for treatment.

Drosophila may serve as a model organism to study the genetics of alcohol abuse and
drug addiction in humans (Bellen 1998, Moore et al. 1998, Andretic et al. 1999, Wolf
1999, Bainton et al. 2000, Singh and Heberlein 2000). Alcohol addiction and many types
of drug addictions appear to share common mechanisms (Bellen 1998, Moore et al. 1998).
For example, the “dopamine hypothesis” suggests that addictive drugs may activate certain
areas of the human brain, leading to an increase in dopamine neurotransmitter release
(Bainton et al. 2000). Elevation of dopamine probably provides a sense of well-being,
pleasure, or elation, resulting in a positive reinforcement. Dopamine is not the only neuro-
transmitter acting in alcohol abuse; glutamate, serotonin, and GABA also may be involved.
Furthermore, four of the five circadian genes ( period+, clock+, cycle+, doubletime+) in
D. melanogaster influence the fly’s responsiveness to cocaine and suggest a biochemical
regulator of cocaine sensitization (Andretic et al. 1999).

Selection of D. melanogaster for resistance to ethanol was shown to be determined by
multiple genetic components. Singh and Heberlein (2000) analyzed 23 mutant fly strains
with different responses to ethanol, and the effects of acute ethanol exposure on Drosophila
locomotor behaviors are “remarkably similar to those described for mammals.” Thus, study
of Drosophila “may pave the way for an in-depth study of the genes involved in acute and
chronic effects of ethanol” (Bellen 1998). Bainton et al. (2000) showed that, as in mam-
mals, dopaminergic pathways in Drosophila play a role in modulating specific behavioral
responses to cocaine, nicotine, or ethanol.

Drosophila flies have been shown recently to sleep, and they may become a model for
understanding sleep in other animals (Hendricks et al. 2000, Greenspan et al. 2001). Flies
that are “resting” choose a preferred location and become immobile for periods of up to
157 min at a particular time in the circadian day, becoming relatively unresponsive to
sensory stimuli. When rest is prevented, the flies tend to rest despite stimulation and exhibit
a “rest rebound.” Drugs that affect sleep in mammals alter rest in flies, suggesting conserved
neural mechanisms.

“During sleep, an animal cannot forage for food, take care of its young, procreate or
avoid the dangers of predation, indicating . . . sleep must serve an important function”
(Greenspan et al. 2001). Sleep disorders in humans are common, but the genes underlying
these disorders are unknown (Kolker and Turek 1999). Analysis of Drosophila behavior
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at the molecular level offers promise of elucidating this evolutionarily important aspect of
survival.
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12.1. Overview

Systematics is the study of phylogeny and taxonomy. Taxonomy can be divided into descrip-
tive taxonomy and identification. DNAis suitable for systematics studies because it provides
the most direct analysis of the genetic material possible and is unlikely to be confounded
by life stage or environmentally induced variability. Molecular techniques commonly
used include analyses of isozymes, molecular cytogenetics, restriction analyses of DNA
sequences, and DNA sequencing. Each method has virtues and limitations in the amount
and type of information provided, their technical difficulties, and their costs.

There have been several significant controversies associated with using molecular
techniques to study systematics and evolution. These include debates over the relative
importance of molecular versus morphological data, the constancy of the molecular clock for
evaluating time of divergence of taxa, the proper use of the terms homology and similarity,
and the neutrality of DNA sequence variation. Another issue is how to resolve incongru-
encies between molecular- and morphology-based phylogenies. The immense diversity of
insects and their long evolutionary history provide a challenge, but the use of molecular
data provides new opportunities to discern the long and diverse evolutionary histories of
arthropods and their relatives. With the use of molecular methods, systematists and popu-
lation geneticists are beginning to use common approaches to study both intraspecific and
interspecific genetic diversity.

12.2. Introduction

The methods and concepts used to classify arthropods, and other organisms, are themselves
undergoing evolution. It all started when a formalized hierarchical system of binomial
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Table 12.1. A Higher Classification of the Phylum Arthropoda

Phylum Arthropoda
Subphylum Trilobita

Subphylum Chelicerata
Class Merostomata (horseshoe crabs, eurypterids)
Class Pycnogonida (sea spiders)
Class Arachnida (spiders, mites, ticks, scorpions, phalangids)

Subphylum Crustacea (crabs, shrimp, lobsters)

Subphylum Labiata
Superclass Myriapoda

Class Diplopoda (millipedes)
Class Chilopoda (centipedes)
Class Pauropoda (pauropods)
Class Symphyla (garden centipedes)

Superclass Hexapoda
Class Parainsecta (Protura and Collembola)
Class Entognatha (Diplura)
Class Insecta (insects)

From Daly et al. (1998).

nomenclature was established by Linnaeus in 1758. In that year Carolus Linnaeus, a Swedish
botanist, published Systema Naturae and proposed basic principles for organizing newly
described species into groups and for assigning these groups to specific taxonomic cate-
gories. This resulted in a ranking classification, typically ascending from species to genus,
family, order, class, superclass, subphylum, phylum, and kingdom. See Table 12.1 for a
recent outline of the higher classification of the Phylum Arthropoda.

The Linnaean system made no provision for naming and classifying organisms based on
evolutionary relationships, and Linnaeus assumed the living world was limited to approx-
imately 10,000 species. The notion that a classification should be based on phylogenetic,
or evolutionary, relationships developed only after Darwin’s publication of The Origin
of Species in 1859. The identification, description, and explanation of the diversity of
organisms is known as systematics.

There is a broad overlap in the use of the terms systematics and taxonomy. Mayr and
Ashlock (1991) define systematics as “the scientific study of the kinds and diversity of
organisms and of any and all relationships among them” or the “science of the diversity of
organisms” and taxonomy as “the theory and practice of classifying organisms.” Taxonomy
can be divided into descriptive taxonomy and identification (Post et al. 1992). Systematics
deals with populations, species, and higher taxa. It is concerned also with variation within
taxa. Thus, DNA analysis is particularly suitable for systematics studies because it is the
most direct analysis of the genetic material possible and is unlikely to show life stage or
environmentally induced variability.

During the 19th century, after Darwin’s theory of evolution was proposed and numer-
ous new organisms were found, ever more extensive nomenclature rules were developed
to accommodate the growing numbers of plant, animal, and microbial species. So far, an
estimated 1.4 million species have been identified, but these species may represent only
10% or so of the total species thought to live on this planet. Big surprises still occur, even
in the relatively well-known insects. A new order of insects (called Mantophasmatodea)
was discovered only recently in the mountains of Namibia in Africa (Klass et al. 2002).
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Entomologists thought insect orders had all been detected until this new group was
found.

Under the Linnaean system, a taxonomist begins by assessing the physical (phenotypic)
characteristics that a set of species shares, then selects the most representative species to be
the “type” for each genus, then the most representative genus to be the type of the family,
and so on. Individual specimens are deposited in museums to serve as a reference for that
species and genus. When new specimens are found with similar traits, they are categorized
as part of a known species, as a new species, or as a new genus, depending on how closely
the new specimens resemble the “type.” This reliance on types results in dramatic changes if
a systematist reevaluates a group and decides that some members don’t belong. Removal of
these individuals can mean that the group’s name must be changed, which often is disruptive
to other biologists.

In the 1980s, an assessment of methods occurred after a classification method called
cladistics, which is based on the evolutionary histories of organisms, was proposed. The
cladistics approach is based on phylogeny, while traditional Linnaean methods (phenetics)
are not. Most current systematists now take the phylogenetic approach. More recently, the
use of DNA-based methods has created new concerns about appropriate methods of analysis
and whether molecular and traditional morphological methods provide equivalent answers.
The enormous amount of DNA sequence data also requires that new methods of analysis
be developed (Hall 2001).

Additional ferment in the systematics community is provided by systematists who
have concluded that the fundamental Linnaean binomial system of nomenclature is
obsolete (De Queiroz and Gauthier 1994, Ereshefsky 2001). Some systematists have
proposed a new system called “PhyloCode” (De Queiroz and Gauthier 1994, Pennisi 2001,
www.ohio.edu /phylocode). Advocates of PhyloCode want to replace the Linnaean system
to make species names more stable. Under this system, genus names might be lost and
species names might be shortened, hyphenated with their former genus name, or given a
numeric identification. The debate over which is the better system has generated much heat,
and only time will tell which approach has the fewest shortcomings (Pennisi 2001).

Systematics encompasses the study of both phylogeny and microevolutionary change.
Molecular evolution encompasses: 1) analyzing the evolution of DNA and proteins and
the mechanisms responsible for such changes, and 2) deciphering the evolutionary history
of genes and organisms. A more recent topic, available only since the complete genomes
of a variety of organisms have been sequenced, is comparative genomics.

Comparative genomics compares the overall structure and function of genomes. Molec-
ular evolution and phylogeny are interrelated because phylogenetic knowledge is essential
for determining the order of changes in the molecular characters being studied, while knowl-
edge of the pattern and rate of change of a molecule is crucial in efforts to reconstruct the
evolutionary history of a group of organisms (Li and Graur 1991, Graur and Li 2000). This
chapter will introduce the most common molecular methods for these studies and describe
their applications, limitations, and relative costs for systematic and evolutionary studies.

12.3. Controversies in Molecular Systematics
and Evolution

Several significant controversies have been associated with using molecular tools, includ-
ing: debates over the relative importance of molecular versus morphological data, the
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constancy of evolutionary rates (the molecular clock), the use of the terms homology and
similarity, and the neutrality of DNA sequence variation.

12.3.1. Molecular versus Morphological Traits

There is ongoing debate over whether morphological or molecular characters are better
for constructing phylogenies (Adoutte et al. 2000). When comparisons have been made, it
appears that morphological changes and molecular changes may be independent, responding
to different evolutionary pressures or differently to evolutionary pressures. Hillis and Moritz
(1990) noted that the real issue in choosing a technique to answer a hypothesis should be
1) whether the specific characters chosen exhibit the variation that is appropriate to the
question posed, 2) whether the characters have a genetic basis, and 3) whether the data
are collected and analyzed in such a way that it is possible to utilize both morphological
and molecular information. Molecular and morphological data each have advantages and
disadvantages.

DNA sequence data have the advantage of having a clear genetic basis, and the
amount of data is limited only by the genome size (and the time and funds of the sci-
entist!). Morphological data have the advantage that they can be obtained from fossils
(if available) and preserved collections and can be interpreted in the context of ontogeny.
Only limited amounts of DNA data can be obtained from preserved fossils by the PCR
because of DNA degrades over time; see Chapter 8 for a discussion of PCR analyses of
ancient DNA.

Moritz and Hillis (1990) conclude that the debate should not be either/or; studies that
incorporate both types of data may provide better results than those using just one approach.
Furthermore, some problems only can be resolved with morphological data, whereas others
are better resolved with molecular data.

12.3.2. The Molecular Clock

Until the 1960s, the analysis of fossils was the only way to estimate the time when
ancestors of extant organisms lived. Molecular studies in the 1960s provided a con-
cept, called the molecular clock, that could be used to estimate the evolutionary
history and time of divergence of organisms. The molecular clock was particularly use-
ful for living species that have a poor fossil record, a very high proportion of extant
species.

The molecular clock hypothesis was proposed after Zuckerkandl and Pauling (1965)
examined amino acid substitutions in hemoglobin and cytochrome c proteins from different
vertebrates. They found the rate of molecular evolution was approximately constant over
time in all vertebrate lineages and concluded that amino acid sequences could be used to
measure the evolutionary distance (time) between organisms by counting the number of
accumulated changes (mutations).

The molecular clock is based on the assumption that basic processes such as DNA repli-
cation, transcription, protein synthesis, and metabolism are remarkably similar in all living
organisms and the proteins and RNAs that carry out key “housekeeping functions” are
highly conserved. Of course, over time, mutations in housekeeping genes occurred and
DNA and protein sequences changed, although the changes tended to preserve the function
of the gene rather than modify or improve it. Thus, changes in these fundamental genes
should have minimal, or no, effect on function. For example, because the genetic code is
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degenerate, the third base in a codon often can be altered without affecting which amino
acid is designated. Changes in the code also can occur without changing protein function
if amino acid changes occur in region(s) that do not affect function, or if one amino acid is
replaced by a similar amino acid. The molecular clock hypothesis assumes that mutations
in the housekeeping genes that constitute the clock occur at a constant rate, thus providing
a reliable method for measuring time.

Unfortunately, analyses of different protein sequences suggest that the rates of change can
vary between proteins and lineages, indicating that the molecular clock may tick at different
rates in different lineages (Rodriguez-Trelles et al. 2001). For example, cytochrome c has
an acceptable clockwise behavior for the original organisms studied. However, copper-zinc
superoxide dismutase (SOD) behaves like an erratic clock (Ayala 1986). The average rate
of amino acid substitutions in SOD per 100 residues per 100 million years is a minimum
of 5.5 when fungi and animals are compared. The rate of substitutions in SOD is 9.1
amino acids/100 residues/100 million years when comparisons are made between insects
and mammals, and 27.8 when mammals are compared with each other (Ayala 1986, Fitch
and Ayala 1994). Thus, the molecular clock should be calibrated with data that are inde-
pendently derived, and preferably with fossil evidence, if the absolute time of divergence
is desired. Wilson et al. (1987) pointed out that analyses by both morphological and molec-
ular techniques of species with abundant fossil records have reduced the uncertainty in
estimating the time of divergence by several orders of magnitude. The molecular clock is
thought by some to be more useful in calculating relative times rather than absolute times
of divergence.

The molecular clock approach was used by Moran et al. (1993) to determine when
endosymbiont bacteria (Buchnera) colonized their aphid hosts. Moran et al. (1993)
compared 16S ribosomal DNA sequences of aphids and of Buchnera and found the clock
was approximately constant. These symbiotic bacteria live within specialized aphid cells,
are maternally inherited, and are essential for growth and reproduction of their hosts, indi-
cating a long and intimate relationship. The 16S rDNAsequences indicate that the symbionts
in diverse aphids are distinct and concordant with the phylogeny of their hosts, suggesting
that the current distribution of Buchnera is due to vertical transfer from an ancestral aphid.
The data also indicate that cospeciation occurred, with the aphids and their endosymbionts
radiating synchronously. Moran et al. (1993) estimated the aphid and bacterial radiations
occurred at a relatively constant rate, with 0.01 to 0.02 substitutions per site per 50 million
years, suggesting that the association between aphids and endosymbionts began about 160
to 280 million years ago (mya).

12.3.3. The Neutral (or Nearly Neutral) Theory of Evolution

Another controversy involves the mechanism(s) of molecular evolution. At the core of the
dispute is the neutral theory of molecular evolution (Kimura 1968, 1983, 1987, Ohta
1996, 2000b). The neutrality theory (or the modified “near neutrality” theory) recognizes
that for any gene a large proportion of all possible mutations (alleles) are deleterious and
that these are eliminated or maintained at a very low frequency by natural selection. The
evolution of morphological, behavioral, and ecological traits is governed largely by natural
selection, because it is determined by selection on favorable alleles and against deleterious
ones. However, many mutations can result in alleles which are equivalent, or nearly so, to
each other. These neutral mutations are not subject to selection because they do not affect the
fitness of the individual carrying them. Neither do they affect their morphology, physiology,
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or behavior. The neutrality theory states that the majority of nucleotide substitutions in the
course of evolution are the result of the gradual, random fixation of neutral changes, rather
than the result of positive Darwinian selection. Neutral mutations can spread in a population
because only a relatively small number of gametes are sampled each generation (random
genetic drift). By chance, they can be transmitted to the next generation at a higher frequency
(Kimura 1968, 1983).

Ohta (1996) concluded that the “strictly neutral theory has not held up as well as the
nearly neutral theory, yet remains invaluable as a null hypothesis for detecting selection.”
The main difference between the nearly neutral theory and the traditional selection theory
is that “the nearly neutral theory predicts rapid evolution in small populations, whereas the
latter predicts rapid evolution in large populations” (Ohta 1996). Kreitman (1996) noted
that the neutral theory has been useful for organizing thinking about the nature of evo-
lutionary forces acting on variation at the DNA level and has provided a set of testable
predictions (acting as a useful null hypothesis). However, Kreitman (1996) argues that
“the neutral theory cannot explain key features of protein evolution nor patterns of biased
codon usage in certain species.” Despite this, he concludes the neutral theory “is likely
to remain an integral part of the quest to understand molecular evolution.” Finally, both
Ohta (1996) and Kreitman (1996) agree that the “nearly neutral theory” is more com-
patible with the current data in explaining synonymous changes and the evolution of
codon bias.

Why be concerned about neutrality or nearly neutral theories? The neutrality the-
ory is a basic assumption of some methods of estimating phylogeny, and also affects
the molecular clock hypothesis (Ohta 1996, 2000b, Kreitman 1996). Data indicate that
many protein, chromosome, and DNA variations are under selection. Data also support
the hypothesis that much molecular variation is essentially (nearly) neutral. The debate
thus is over how many, and which, molecular variants are selectively neutral or nearly
neutral. Moritz and Hillis (1990) suggest that each molecular marker should be tested
for neutrality. They also note that, because most departures from neutrality are locus-
specific, selection will have relatively minor effects on analyses if many different loci are
studied.

12.3.4. Homology and Similarity

A fourth issue concerns terminology. Homology is an important concept in biology and
historically has had the precise meaning of “having a common evolutionary origin” (Reeck
et al. 1987). However, homology has been used in a looser sense when comparing protein
and nucleic acid sequences. Protein and nucleic acid sequences from different organisms
have been called homologous when they are similar. According to the traditional defi-
nition of homology, amino acid or nucleotide sequences are either homologous or not.
They cannot exhibit a “level of homology” or “percent homology.” Reeck et al. (1987)
point out that using homology to mean similarity can cause three different problems: First,
sequence similarities may be called homologies, but the sequences are not evolutionar-
ily related, which is certainly inconsistent. Second, similarities (again called homologies)
are discussed but evolutionary origins are not, which can lead the reader to believe that
coancestry is involved when it is not. Third, the similarities (called homologies) are used
to support a hypothesis of evolutionary homology. The problem is that whereas simi-
larity is easy to document, a common evolutionary origin usually is more difficult to
establish, especially if fossil evidence is lacking. Several evolutionary processes other
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than homology could account for sequence similarities, including convergent evolution,
which is the independent evolution of the same characteristic in separate branches of a
phylogenetic tree. When in doubt, it is better to talk about “percent similarity” of DNA
sequences.

12.4. Molecular Methods for Molecular Systematics
and Evolution

Systematics studies conducted prior to the 1960s primarily utilized morphological and
behavioral attributes as characters, although cytogenetic characters were employed in some
cases (Mayr 1970, White 1973, 1978). In the 1960s, electrophoresis of proteins began to
provide new characters after Lewontin and Hubby (1966) demonstrated that protein-coding
genes often are polymorphic (have more than one allele) and that gel electrophoresis of pro-
teins could reveal the presence of functionally similar forms of enzymes (isozymes). Protein
electrophoresis provides a relatively inexpensive method for analyzing several genes from
individuals at the same time (Hames and Rickwood 1981, Pasteur et al. 1988, Murphy
et al. 1996). This technique is useful for analyzing mating systems, heterozygosity, relat-
edness, geographic variation, hybridization, species boundaries, and phylogenetic analyses
of divergences within the past 50 million years (Table 12.2).

Immunological analyses also were employed in the 1960s, but are less often used for
analyses of insect systematics or evolution today. Immunological techniques provide qual-
itative or quantitative estimates of amino acid sequence differences between homologous
proteins (Maxon and Maxon 1990).

Cytogenetic analyses of variation in chromosome structure and number have been used
for studies of hybridization and species boundaries (White 1973, Table 12.2). Specific DNA
sequences can be localized by in situ hybridization, and new staining techniques can reveal
the fine structure of chromosomes by revealing banding patterns. Cytogenetic analyses
are less useful for phylogenetic analyses, gene evolution, heterozygosity, and relatedness
(Hillis et al. 1996).

Differences in single-copy DNA sequences revealed by DNA–DNA hybridization have
been used for analysis of phylogenies since the late 1960s (Powell and Caccone 1990,
Werman et al. 1996). DNA–DNA hybridization is employed for analyses of species and
higher taxa relationships up to the family and order level but is used relatively infrequently
for arthropods, so it will not be discussed further.

The expanding interest in using molecular methods for systematics and evolution-
ary studies is reflected by the publication of detailed protocols for molecular methods
and data analysis. Hillis and Moritz (1990) provided an introduction to molecular syste-
matics including: guidelines for sampling, collection, and storage of tissues, protocols for
isozyme electrophoresis, immunological techniques, molecular cytogenetics, DNA–DNA
hybridization, restriction-site analysis, nucleic acid sequencing, and analytical methods
for intraspecific differentiation and phylogeny reconstruction. Pasteur et al. (1988) and
Murphy et al. (1996) described protocols and methods of isozyme genetic analysis. Weir
(1990) provided guidelines on analyzing population structure, phylogeny construction, and
diversity using molecular and morphological data. Protocols are readily available for the
PCR and nucleic acid sequencing and data analysis (Howe and Ward 1989, Doolittle 1990,
Gribskov and Devereaux 1991, Hillis et al. 1990, 1996, Palumbi 1996, Green 2001, Hall
2001, Gibson and Muse 2002).



Table 12.2. Applications of Various Molecular Techniques to Systematics Problems

Research RFLP Single-locus Multilocus DNA/RNA
problema Isozymes Cytogenetics analysis RAPD-PCR microsatellites fingerprints sequencing

Gene evolution M M M I M I A
Population structure A M A M A I A
Mating systems A M M M A I $
Clonal detection A M A A A A $
Heterozygosity A I A I or Ab A M M
Paternity testing M I M M A A $
Relatedness M I M M A M $
Geographic variation A M A M A M A
Hybridization A A A A M I $
Species boundaries A A A A M I A
Phylogeny (0–5 mya) A M A I M I A

(5–50 mya) A M A I I I A
(50–500 mya) M M M I I I A
(500–3500 mya) I I I I I I A

a I, Inappropriate use of the technique; M; marginally appropriate or appropriate under limited circumstances;
$, appropriate but probably not cost-effective; A, appropriate and effective method.

bMay be appropriate or inappropriate if arthropod is haplo-diploid or diplo-diploid, respectively.
Modified from Hillis et al. (1996).
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Protocols and results from molecular systematics are readily available: Hillis et al. (1996)
updated Molecular Systematics; Ferraris and Palumbi (1996) edited Molecular Zoology,
Advances, Strategies and Protocols; and Harvey et al. (1996) edited New Uses for New
Phylogenies. Graur and Li (2000) published Fundamentals of Molecular Evolution, Mount
(2001) published Bioinformatics, Sequence and Genome Analysis, Gibson and Muse (2002)
provided A Primer of Genome Science, Hall (2001) provided a how-to manual, Phylogenetic
Trees Made Easy, and Baxevanis and Ouellette (2001) published Bioinformatics. A Practical
Guide to the Analysis of Genes and Proteins.

12.4.1. Protein Electrophoresis

The term isozyme is a general designation for multiple forms of a single enzyme. Isozymes
will catalyze the same reaction, but may differ in properties such as the pH or sub-
strate concentration at which they best function. Isozymes are complex proteins made
up of paired polypeptide subunits; their subunits may be coded for by different loci.
For example, protein Z could be a tetramer made up of two polypeptides, A and B. Five
isozymes of protein Z could exist and be symbolized AAAA, AAAB, AABB, ABBB,
and BBBB. Isozymes may have different isoelectric points and be separated by gel
electrophoresis.

The term allozyme refers to variant proteins produced by allelic forms of the same
locus. Thus, A is now A’. A different mutation of A could produce A”. Allozymes are a
subset of isozymes; allozymes may differ by net charge or size so they can be separated by
electrophoresis.

The process of analyzing isozymes or allozymes can be divided into five steps: extraction
of proteins, separation, staining, interpretation, and application. Proteins are more difficult
to handle than DNA because they are more susceptible to degradation. Proteins must be
frozen and stored at −70◦C, but even at those temperatures some proteins can degrade
within months.

Proteins are separated in an electric field on a gel. In gels with a single pH, the proteins
move through the gel at a continuous rate, but in gels with a pH gradient, they move until
they reach their isoelectric point and then stop. The resultant electrophoretic bands are
visualized by appropriate staining (Murphy et al. 1996, May 1992). If a general protein
detection system is used, only those proteins present in large quantities are detected, but
more specific stains can be used. Specific stains and buffer recipes are available for more than
50 enzymes (May 1992). The banding phenotypes observed on the gels can be interpreted
in terms of genes and their alleles (Pasteur et al. 1988, May 1992).

Protein-coding genes are often codominant, with both alleles being expressed in
heterozygous organisms. This makes it possible to relate a particular phenotype to a given
genotype, if we assume that isozyme data reflect changes in the DNA sequence. To interpret
the banding patterns, the number of subunits in the enzyme and the distribution of enzymes
in particular cells or tissues should be known (May 1992).

Analyses of isozymes remain cost-efficient and useful for deciphering the systematics,
population genetics, and evolution of insects (Table 12.2). Protein electrophoresis can
be conducted using starch (horizontal or vertical gel systems), polyacrylamide, agarose,
and cellulose acetate gels as substrates (Hames and Rickwood 1981). Each has specific
advantages and disadvantages (Moritz and Hillis 1990). However, isozyme or allozyme
data are useful for estimating the evolution of only a portion of the genome: those genes
coding for enzymes that have a different charge and size. The data also are most useful
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for analyzing relatively closely related taxa. Unfortunately, allozyme variation in some
insects, such as aphids and Hymenoptera, is low, and other molecular techniques are
required.

An example of allozyme analysis illustrates an economically important application of the
technique. Twenty-four populations consisting of three subspecies of Culicoides variipennis
(Diptera, Ceratopogonidae) from different geographic regions were examined for genetic
differences (Tabachnick 1992). Twenty-one loci were examined among the 24 populations
of this vector of bluetongue virus, a disease that causes losses of $125 million annually
to the U.S. livestock industry. The results were analyzed with a stepwise discriminant
analysis and are consistent with the conclusion that there are three North American sub-
species; the three subspecies may even be sufficiently differentiated to be considered species.
Furthermore, geographic variation in bluetongue disease epidemiology is correlated with
the distributions of the three subspecies. These, and subsequent, data support the hypothesis
that one subspecies is more effective as a vector of the virus (Tabachnick 1996, Holbrook
et al. 2000). The results could have implications for pest management programs and signif-
icant economic impacts. Thus, the areas inhabited only by the two (nonvector) subspecies
could be considered virus-free regions, and animals raised in such areas would not have to
undergo extensive testing when livestock or germ plasm from them is exported to regions
without the disease.

12.4.2. Molecular Cytology

Three breakthroughs in cytogenetic techniques revived this approach to systematic and
evolutionary studies. The first was the discovery that hypotonic treatment spreads metaphase
chromosomes, allowing more accurate counts of chromosome numbers and details of chro-
mosome morphology. The second was the development of chromosome banding techniques
that allow the identification of specific types of DNA within homologous chromosomes.
The third was the development of in situ hybridization techniques, which allow specific
DNA sequences to be localized to particular segments of the chromosomes.

In situ hybridization involves annealing single-stranded probe molecules and target DNA
to form DNAduplexes. In situ hybridization is effective in locating satellite DNA, ribosomal
gene clusters, or duplicated genes of polytene chromosomes and can even locate single-copy
DNA on mitotic chromosomes. Chromosomal DNA is denatured in such a way that it
will anneal with high efficiency to complementary ss nucleic acid probes to form hybrid
duplexes. Because chromosomal DNA is complexed with proteins and RNA, the efficiency
of in situ hybridization is determined by how well the chromosomal DNA can be denatured,
how much DNA is lost during fixation and treatment, and whether chromosomal proteins
are present in the region of interest (Sessions 1996). Sites where hybridization between a
radioactive probe and its target DNA occur are visualized by autoradiography or by using
nonradiographic labeling techniques such as biotinylation.

Chromosome morphology may be used as a taxonomic character (Table 12.2). In many
cases, chromosomes can be identified by their relative size, centromere position, and
secondary constrictions. Many chromosomes, particularly insect polytene chromosomes,
have complex patterns of bands or other markers that can be used to identify specific popula-
tions or to discriminate between closely related species. Distinctive patterns can be obtained
by Q-, G-, or C-banding that identify chromosomes in most species.

Q-banding is the simplest technique and involves treating chromosome preparations
with quinacrine mustard or quinacrine dihydrochloride, which produces fluorescent bands
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that are brightest in AT-rich regions of the chromosomes. Q-banding is visible only
with UV optics, and the bands fade rapidly. G-banding involves treating chromosome
preparations with trypsin or NaOH and staining with Giemsa in a phosphate buffer,
which yields alternating light and dark bands. The dark bands are primarily AT-rich
regions and thus correspond to most Q-bands. C-banding requires a stringent extraction
step that can result in loss of chromosomal DNA. During C-banding, chromosomes are
treated with a strong base at a high temperature, incubated in a sodium citrate solution
again at high temperature, and stained in a concentrated Giemsa solution. C-banding
extracts almost all of the non-C-band chromatin, leaving only constitutive heterochro-
matin, which usually contains rapidly reassociating repeated DNA sequences (Sessions
1996).

Cytogenetic data provide information independent from morphological, biochemical,
or behavioral data for phylogenetic analyses. Cytogenetic data can reveal differences or
similarities that may not be obvious at the morphological level. Chromosome size, shape,
number, and ploidy levels can provide insights into the genetic architecture of taxa. Banding
studies reveal aspects of the structural organization of chromatin on individual chromo-
somes, whereas probes of DNA sequences with in situ hybridization can reveal finer details
of chromosome anatomy in terms of spatial arrangement, as well as the presence or absence
of particular kinds of DNA sequences.

12.4.3. Restriction Fragment Length Polymorphism (RFLP) Analysis

Restriction enzyme analyses are versatile, providing information on the nature, as well as
the extent, of differences between sequences in nuclear or mitochondrial DNA (Dowling
et al. 1996, Table 12.2). RFLP analysis reveal variations within a species in the length
of DNA fragments generated by a specific restriction endonuclease. RFLP variations are
caused by mutations that create or eliminate recognition sites for the restriction enzymes.

RFLP analyses can be used effectively, and relatively economically, to analyze clonal
populations, heterozygosity, relatedness, geographic variation, hybridization, species
boundaries, and phylogenies ranging in age from 0 to 50 million years ago (mya)
(Table 12.2). It is possible to analyze more loci per individual by RFLP analysis than
by DNA sequencing because RFLPs are less time consuming and expensive. The informa-
tion provided for each locus is less complete (Dowling et al. 1996, Hall 1998). Higher-level
systematics studies only rarely have used RFLPs.

More than 1400 restriction enzymes are known that cut DNA at a specific position within
a specific recognition sequence. See Chapter 5 for a discussion of restriction digests, as well
as Brown (1991), and catalogues from a variety of commercial producers. Such recognition
sequences are typically 4 to 6 bp long, although they can be as large as 12 bp. The specificity
of restriction enzymes means that a complete digestion will yield a reproducible array of
DNA fragments. Changes in the number and size of fragments can occur by changes in
DNA sequence by rearrangements (inversions, tandem duplication, inverted duplication),
or addition, deletion, or substitution of specific bases.

Once the DNAis digested with a restriction enzyme, the fragments produced are sorted by
size using agarose or polyacrylamide gel electrophoresis. DNA fragments of known length
are run on each gel to serve as an internal standard and to allow the size of the experimental
fragments to be estimated. The DNA fragments in the gel are visualized by several methods,
including staining with ethidium bromide (if the DNAwas previously amplified by the PCR)
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or probing Southern blots with labeled probes. The detection technique employed depends
on the amount of DNA present in the gel.

Staining with ethidium bromide is simple and cheap, but least sensitive. The minimal
amount of DNA in a band that can be detected by ethidium bromide is about 2 ng, so small
fragments can be detected only if a large amount of DNA is present. DNA probes can be
end labeled by adding 32P-labeled nucleotides to the ends of DNA probes produced by
the restriction enzymes. Intensity of labeling is independent of fragment size and is more
sensitive than EtBr, with 1 to 5 ng of DNA easily visualized. If primers are available, DNA
can be first amplified by the PCR, cut with a restriction enzyme, and labeled by ethidium
bromide.

If less DNA is available, radiolabeled DNA probes can be used to visualize fragments.
Southern blot hybridizations are highly sensitive, and picogram quantities of DNA can be
detected, although small fragments less than 50 bp are more difficult to detect. Southern
blots require a suitable probe with sufficient sequence similarity to the target DNA that a
stable hybrid can be formed at moderate to high stringency. The use of probes from other
species (heterologous probes) makes interpretation of results more difficult.

12.4.4. DNA Sequencing

Sequences of proteins, RNA, and DNA have been obtained only during the past 40 years.
The first sequence information was obtained from proteins in the mid-1950s. RNA was
sequenced in the mid-1960s, and DNAsequences were obtained in 1975 after DNAsequenc-
ing methods were developed. Techniques for DNAsequencing were described in Chapters 7
and 8 and are available from many sources (Innis et al. 1990, Hillis et al. 1996). The use of
the PCR reaction makes DNAsequencing less time consuming and expensive for systematic
studies, and the availability of core facilities and commercial resources that can conduct
automated sequencing has reduced the need for individual laboratories to carry out their
own sequencing reactions.

DNA sequence data can be used to: 1) construct molecular phylogenies to evaluate the
evolution of particular genes or gene families, 2) evaluate evolutionary changes within
species, and 3) construct phylogenies of different species. DNA sequences can be obtained
for single-copy genes, mitochondrial (mt) DNA, and ribosomal DNA. Sequences can be
used to study most systematics problems from intraspecific variability to phylogeny of all
organisms (Table 12.2). Sequence data is appropriate for analysis of intraspecific variation,
cryptic species, geographic variation, reproductive behavior, and heterozygosity estimates.
However, DNA sequencing remains relatively expensive and time-consuming and may
have limited use if very large numbers of individuals must be analyzed. Sequence analysis
of nuclear or mt DNA sequences provides very large amounts of detailed data. The number
of potential characters that can be examined theoretically is limited only by the number of
nucleotides in the DNA of the organism. Declining costs of DNA sequencing could make
sequencing more commonly used in the future.

12.4.5. Fragment Analyses of Genomic DNA

Fragment analyses, which include RAPD-PCR, single-locus microsatellites or multilocus
DNA fingerprinting, can be used for some systematics problems (Table 12.2). The random
amplified polymorphic DNA method of the PCR (described in Chapter 8) has been used to
discriminate between cryptic sympatric species. Multiple RAPD markers may have to be
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employed to produce a banding pattern that can be analyzed by discriminant analysis,
although the need to conduct multiple RAPD reactions would make RAPD-PCR more
expensive and time consuming. RAPD-PCR may be useful for examining hybridization
and species boundaries, as well as clonal variation.

Single-locus microsatellites are potentially useful for analysis of population structure,
mating systems, clonal boundaries, heterozygosity, paternity testing, relatedness, and
geographic variation (Table 12.2). Multilocus DNA fingerprinting can be used for clonal
detection and paternity testing.

12.5. Targets of DNA Analysis

Sequence analyses of nuclear, mitochondrial, and ribosomal DNA have been employed in
systematics studies, as have microsatellites and introns (Caterino et al. 2000). The following
discussion describes some of the attributes of these targets, which are relevant because
specific assumptions may be essential for an appropriate phylogenetic analysis method.

12.5.1. Mitochondria

Mitochondria are the cell’s respiratory power plant for the generation of ATP. Mitochondria
are thought to have developed more than a billion years ago when a free-living eubac-
terium took up residence within another cell (Margulis 1970). Sequence analysis of modern
mitochondrial DNA suggests that α-Proteobacteria, such as Rickettsia, Anaplasma, and
Ehrlichia, are the closest contemporary relatives of that eubacterium (Gray et al. 1999,
Lang et al. 1999). The relatively low gene content of mtDNA, compared with even the
smallest eubacterial genome, suggests that loss or transfer of genetic information occurred
at an early stage in the evolution of the “protomitochondrial genome” (Gray et al. 1999).
What is not clear is whether mt originated as a result of a single endosymbiotic event or
more than one (Lang et al. 1999).

Mutation rates in mtDNA are variable within the eukaryotes, with mammal mtDNA
having a mutation rate at least 50 times greater than mitochondria in plants (Lang et al.
1999). The number and type of genes present differ in the eukaryotes, with perhaps seven
to 10 independent losses having occurred for each gene. The evolution of mitochondrial
genes over the past billion years has been complex; some genes apparently were transferred
independently several times into the nuclear genome; some genes were lost without transfer
to the nuclear genome because of gene substitution; genes were acquired by lateral gene
transfer, as well (Gray et al. 1999). However, there is no evidence that mt were transferred
between different eukaryotes.

There is no evidence that once genes transferred to the nucleus they were regained by
the mitochondria, and there is no evidence for widespread and substantial lateral transfer of
genetic information into or between mitochondria (Lang et al. 1999). The predominantly
vertical inheritance of genes from mitochondrion to mitochondrion is a prerequisite for
phylogenetic analyses. Within mitochondria, there are regions that diverge rapidly, while
other regions are highly conserved, making the different regions suitable for analysis of
different taxonomic levels (Simon et al. 1991, Liu and Beckenbach 1992, Tamura 1992,
Caterino et al. 2000).

Animal mitochondria are small (16 to 20 kb in length), circular, and lack introns, with
the genes compactly arranged on both DNA strands. With a few exceptions, animal mtDNA
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Figure 12.1. Map of mitochondrial DNA of the honey bee Apis mellifera. Genes for tRNAs are denoted
by the one-letter code for their corresponding amino acids. tRNA genes with asterisks are
in a different position compared with the same genes in the genome of Drosophila yakuba.
Protein-coding genes are denoted COI, COII, COIII for the genes encoding subunits 1, 2, or 3
of cytochrome C oxidase, Cyt b for the cytochrome b gene, and ND4L for the genes encoding
subunits 1-6 and 4L of the NADH dehydrogenase system. The AT-rich region containing the
origin of replication is denoted A+T. The direction of transcription for each coding region is
shown by arrows. (Redrawn from Crozier and Crozier 1993.)

contains the same 37 genes coding for small- and large-subunit rRNAs, 13 proteins, and
22 tRNAs arrayed in an order that is well conserved within phyla (Figure 12.1). All mtDNAs
have at least one noncoding region, which contains regulatory elements for replication
and transcription, but intergenic sequences are small or absent (Boore and Brown 1998).
The control region containing the origin of replication is extremely rich in adenine and
thymine in insects. Within the insects, the tRNAgenes are known to vary in position between
the orders Diptera and Hymenoptera, and within the Diptera (Crozier and Crozier 1993).
There are thousands of mitochondria in each cell, so mtDNA is abundant and relatively
easy to obtain, even from somewhat degraded samples. By contrast, nuclear genes evolve
more slowly, which makes it possible to extend the analysis further into the past.

Mitochondrial DNAcan be used in evolutionary studies, including analyses of population
structure and gene flow, hybridization, biogeography, and phylogenetic relationships (Avise
et al. 1987, Lang et al. 1999). The small size, relatively rapid rate of evolutionary change,
and (usually) maternal inheritance of mtDNA make it suitable for examining population
history and evolution among closely related taxa (Gray 1989, Lansman et al. 1981, Simon
et al. 1991, Caterino et al. 2000), as well as deeper evolutionary relationships (Lang et al.
1999, Caterino et al. 2000). Molecular studies of mtDNA have employed study of RFLPs
and sequencing of specific regions of the mtDNA following cloning or amplification by
the PCR (Satta and Takahata 1990, Pashley and Ke 1992, White and Densmore 1992).
Gene order also can be used as a phylogenetic tool (Boore and Brown 1998).

The lack of recombination in mitochondria means that fixation of an advantageous muta-
tion by selection will fix all other polymorphisms by “genetic hitchhiking.” Even the quickly
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evolving noncoding origin of replication region may not have neutral allele frequencies
because this region is linked to the rest of the genome (Ballard and Kreitman 1995).
Ballard and Kreitman (1995) point out that violation of the neutral evolution assump-
tion can have important phylogenetic implications. It violates a major assumption of one
method (UPGMA clustering, described later). Furthermore, selection or parasite-induced
sweeps can mimic the effects of interpopulation migration or population bottlenecks. Sta-
tistical methods can detect which DNA sequences are under positive selection (Mooers and
Holmes 2000, Yang and Bielawski 2000).

Mitochondria have been used as “molecular clocks” to time the divergences of organ-
isms from each other. However, dating of evolutionary events can be problematic when
nonneutral evolution within species is combined with altered rates of evolution in the sister
taxon. Thus, Ballard and Kreitman (1995) suggest that phylogenetic and statistical tests
of neutrality be carried out when using mtDNA in phylogenetic analysis. Furthermore, in
many cases, it appears that mitochondrial molecular clocks tick at different rates in different
lineages and at different times within a lineage.

There are difficulties in working with mtDNA. These include the lack of recombination,
which makes mtDNA essentially a single heritable unit. Although recombination in mtDNA
has not been observed in insects, it has been found in fungi when heteroplasmy (presence of
two types of mitochondria) occurs (Saville et al. 1998). Lack of recombination potentially
produces gene diversity estimates that have larger standard errors than those determined
using nuclear loci that can recombine. Biparental inheritance occurs occasionally in insects,
which can complicate population studies (Lansman et al. 1983, Kondo et al. 1990, Matsuura
et al. 1991). Introgression of mitochondria between Drosophila species has been suggested
as an explanation for the presence of mitochondria from a related species (Aubert and
Solignac 1990).

The complete mitochondrial sequences of a number of insects and other arthropods are
available in GenBank and other databases (Caterino et al. 2000, Table 12.3). A map of
Drosophila yakuba mitochondria is shown in Chapter 3 (Figure 3.6), and a map of the
mtDNA of the honey bee is shown in Figure 12.1. Honey-bee mtDNA is 16,343 bp long,
and 11 of the tRNA genes are in altered positions compared to their positions in D. yakuba
(Crozier and Crozier 1993).

12.5.2. Ribosomal RNA

Ribosomes are a major component of cells that are involved in translating messenger RNA
into proteins. Ribosomes consist of ribosomal RNA (rRNA) plus proteins. All ribosomes
can be dissociated into two subunits, a large and a small, each containing rRNA and protein
molecules. The larger subunit (28S) may contain a smaller RNA molecule in addition to a
larger RNA. Ribosomal RNAs are used frequently to evaluate evolutionary relationships
among species because they are universally present. Ribosomal RNAs contain regions that
are conserved and regions that are more variable, so rRNAs can serve as both slow and fast
clocks.

In eukaryotes, the genes encoding the 18S (small subunit) and 28S (large subunit) rRNAs
are clustered as tandem repeats in the nucleolus-organizing regions of the nuclear chromo-
somes (Figure 12.2), but two ribosomal genes are found in mitochondria (Figure 12.1).
In most animals, there are 100 to 500 copies of rDNA in the nuclear genome in tandemly
repeated transcription units. Ribosomal gene copy number ranges from as few as 45 in the
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Table 12.3. Complete Sequences of Mitochondria from the Arthropoda and Location of

Mitochondrial Databases

Species Class, Order Referencesa

Anopheles gambiae Insecta, Diptera Beard et al. 1993
An. quadrimaculatus Insecta, Diptera Mitchell et al. 1993
An. sinensis Insecta, Diptera Hwang et al. 2001
Apis mellifera Insecta, Hymenoptera Crozier and Crozier 1993
Armadillium vulgare Crustacea, Isopoda Hwang et al. 2001
Bombyx mori Insecta, Lepidoptera Lee et al. (GenBank

NC 002355)
Ceratitis capitata Insecta, Diptera Spanos et al. 2000
Cochliomyia hominivorax Insecta, Diptera Lessinger et al. 2000
Daphnia pulex Crustacea, Cladocera Crease 1999
Drosophila melanogaster Insecta, Diptera Lewis et al. 1995
Drosophila yakuba Insecta, Diptera Clary and Wolstenholme

1985a,b
D. melanogaster, simulans Insecta, Diptera Ballard 2000

mauritiana, and sechellia
Heterodoxus macropus Insecta, Pthiraptera Shao et al. 2001
Limulus polyphemus Chelicerata Lavrov et al. 2000
Lithobius forficatus Myriapoda Hwang et al. 2001
Locusta migratoria Insecta, Orthoptera Flook et al. 1995
Macrobrachium nipponense Crustacea Hwang et al. 2001
Megaphylum sp. Myriapoda Hwang et al. 2001
Tetrodontophora bielanensis Insecta, Collembola Nardi et al. 2001
Triatoma dimidiata Insecta, Hemiptera Dotson and Beard 2001

Mitochondrial databases; MitBASE Attimonelli et al. 2000
AMmtDB Lanave et al. 2002
Variable number of tandem Lunt et al. 1998

repeats in mt DNA
Lepidopteran control region Taylor et al. 1993
PCR of long sections in Roehrdanz and DeGrugillier

14 orders 1998
12S rRNA Hickson et al. 1996
PCR primers Simon 1991, Simon et al.

1990
Alignments of 13 orders Buckley et al. 2000

aSee also GenBank for sequences at: www.ncbi.nim.nih.gov:80/entrez

fly Sciara coprophila to more than 3000 in the grasshopper Locusta migratoria. In a survey
of 30 species of mosquitoes, copy numbers ranged from 39 to 1023 (Kumar and Rai 1990).

The repeated transcription unit is composed of a leader promoter region known as
the External Transcribed Spacer (ETS), an 18S rDNA coding region, an Internal non-
coding Transcribed Spacer region (ITS), a 28S rRNA coding region, and an InterGenic
nontranscribed Spacer segment (IGS) (Figure 12.2). Different portions of the repeated
transcription unit evolve at different rates in the nuclear genome. Thus, evolutionary stud-
ies employ analysis of different segments, depending on the taxonomic level being studied.
In general, a higher degree of polymorphism has been found in the noncoding segments
(ETS, ITS, IGS). The most variable part of the repeated unit is the intergenic spacer (IGS),
which typically contains reiterated subrepeats ranging from about 50 to several hundred
base pairs in length (Cross and Dover 1987). The coding regions of the repeated unit change
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Figure 12.2. A simplified diagram of the ribosomal DNA repeat unit of eukaryotes. IGS is the intergenic
spacer region. ETS is the external transcribed spacer, and 28S is the large-subunit rRNA gene.
The arrow indicates the direction of transcription. Most insects have hundreds of ribosomal
RNA genes in tandem array. Some will contain R1 and R2 retrotransposable elements (not
shown) in specific locations. Genes with R1 and R2 elements will produce nonfunctional
message.

relatively little and can be used for systematic studies of higher level taxa or for ancient lin-
eages. Highly conserved regions are no doubt important for maintaining the characteristic
secondary and tertiary structure of rRNA molecules (Simon et al. 1991, Van de Peer et al.
1993, Caterino et al. 2000).

Ribosomal RNA genes undergo concerted evolution so that the sequence similarity of
members of an RNA family is expected to be greater within a species than between species.
Unequal crossing over, gene conversion, and illegitimate recombination are responsible for
concerted evolution. Ribosomal gene families are considered to be “quite uniform” (Ohta
2000a).

Two retrotransposons, called R1 and R2, have been found in the 28S rRNA genes of
most insects (Eickbush 2002). These elements are thought to have been associated with
arthropods for more than 500 million years, and usually they are precisely located at the
same nucleotide position within the 28S rRNA gene. Most R2 elements are located about 74
bp upstream from the site of R1 insertions. R1 and R2 elements lack long terminal repeats
(LTRs) and block the production of functional rRNA (Eickbush 2002). The insect host
survives because it contains hundreds of rRNA genes and the R2 elements are kept from
invading too many of them, through unknown mechanisms. Surprisingly, most R1 and R2
elements have not accumulated mutations that would make them inactive. Some species
have more than one family of R1 or R2 elements, and sequence identity between the different
families can be low, suggesting either that each insertion family is able to maintain its copy
number without eliminating other families, or that there has been horizontal transfer of
R1 and R2 elements between species. A phylogenetic analysis of R2 elements suggests
that multiple lineages of R2 elements have evolved in arthropods and these have been
differentially maintained (Eickbush 2002).

The relative stability of R2 elements is thought to be due to their presence in a spe-
cific site within the rRNA genes. It is likely that R2 elements are lost but new copies
are produced by retroposition. It is unknown whether the elements are maintained because
R2 elements can monitor their copy number and expand when their copy number declines, or
whether they insert at continuously high rates but are restrained by selection on their
host.

12.5.3. Satellite DNA

Satellite DNA may consist of a large fraction of the total DNA in an insect. Microsatellites
are usually species specific, perhaps because this DNA evolves at a very high rate. There
are only a few cases in which the same satellite sequences have been found throughout an
entire genus. Satellite DNA can be used for species diagnoses or analyses of populations
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(Bachmann et al. 1993, Caterino et al. 2000). Satellite DNA has most often been used in
population ecology and will be discussed in Chapter 13.

12.5.4. Introns

Introns within single-copy nuclear genes may be used in systematics studies. Such noncod-
ing regions are perceived to be highly variable (Caterino et al. 2000). The use of introns
to resolve origins of invasive populations of the Mediterranean fruit fly is described in
Chapter 13.

12.5.5. Nuclear Protein-Coding Genes

A variety of protein-coding loci have been used in molecular systematics of insects
(Friedlander et al. 1992, Caterino et al. 2000). These include α-amylase, acetyl-
choline esterase, actin, alcohol dehydrogenase, arylphorin, cecropin, chorion genes,
dopa decarboxylase, elongation factor-1-alpha, esterase, glycerol-3-phosphate dehydro-
genase, glycerol-6-phosphate dehydrogenase, guanylate cyclase, globin family genes,
histones 1 and 4, hunchback, kruppel, luciferase, lysozyme intron, myosin alkali light
chain intron, nullo, opsin, period, phosphoglucose isomerase, phosphoenolpyruvate car-
boxykinase, prune, resistance to dieldrin, Cu, Zn-superoxide dismutase, sodium channel
para locus 1, snail, timeless, triosephosphate isomerase, vestigial, white, wingless, xanthine
dehydrogenase, yolk protein 1 and 2, and zeste (Caterino et al. 2000). Nuclear genes exhibit
a wide range of evolutionary rates.

Problems with nuclear DNA sequences used for phylogenetic analysis include the fact
that they may be heterozygous; they also are present in low copy number, which may make
them difficult to amplify by the PCR. Furthermore, many genes contain large introns that
make it difficult to amplify more than one exon unless reverse transcriptase PCR (RT-PCR)
is carried out on mRNA. Caution is also warranted: many single-copy loci actually are
present in more than one copy. Furthermore, pseudogenes (inactive forms of a gene) may
create problems if comparisons are made inadvertently between genes and pseudogenes.

12.5.6. Rare Genomic Changes

DNA sequence data are used most often to construct phylogenies. However, Rokas and
Holland (2000) suggest that single nucleotide substitutions may not always be informative
and argue that rare genomic changes such as intron indels (an insertion or deletion), retro-
poson integrations, signature sequences, mitochondrial and chloroplast gene order changes,
or gene duplications and genetic code changes provide useful information with “enormous
potential for molecular systematics.”

As an example, Rokas and Holland (2000) review research conducted to resolve the
relationship of the Strepsiptera, Diptera, and Coleoptera. Strepsipteran fore wings resemble
the hind wing balancing organs (halteres) of Diptera. Under one scenario, dipteran (hind
wing) halteres could be homologous to the fore wings of Strepsiptera if a homeotic mutation
reversed the position of the structures in Strepsiptera. By contrast, some would place the
Strepsiptera closer to the Coleoptera because both use the hind wings for flight. Analysis of
18S rDNA sequence data did not resolve the question. However, a unique intron insertion
was found in the homeobox of the engrailed gene of Diptera and Lepidoptera, which is
absent from other insects and other outgroups. If Strepsiptera had the intron, it would
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support a sister group relationship with Diptera, but its absence would not. Cloning of
the strepsipteran engrailed gene revealed the intron was absent, indicating that halteres of
Strepsiptera and Diptera are more likely a case of convergent evolution.

Another example in which a rare genomic change may provide useful phylogenetic
information involves the gene order in mitochondria of insects, crustaceans, and myriapods
(Boore et al. 1998). The mitochondria of both crustaceans and insects share a changed gene
order, suggesting that myriapods are an outgroup.

12.6. Steps in Phylogenetic Analysis of DNA
Sequence Data

An ongoing need in molecular systematics and evolution studies is to resolve which genes are
informative for which questions. The wealth of information obtained from DNA sequences
can provide insights into evolution and speciation, but how does one choose appropriate
genes for a specific problem? How can estimates of genetic distance be used to make
judgments about species status or date of speciation events? Several concepts are impor-
tant in using various phylogenetic programs to resolve the relationships of different taxa
(Gibson and Muse 2002).

12.6.1. Gene Trees or Species Trees

Phylogenetic analysis of a particular locus may not agree with the species phylogeny
(Caterino et al. 2000). This may be due to the horizontal movement of genes, to duplication
and extinction of one of the genes, or to lineage sorting (deep coalescence). Mitochondrial
genes may be more reliable than nuclear genes for evaluating some recent divergences
(Caterino et al. 2000). Methods for inferring species trees from multiple gene trees have
been developed and can be carried out with a program called GeneTree (Caterino et al. 2000).

12.6.2. Rooted or Unrooted Trees

Most phylogenetic methods can produce only unrooted trees. Information regarding
evolutionary rates or the most ancient relationships is needed to root the inferred trees.
A comparison of the two concepts is shown in Figure 12.3. For any four taxa (the tips of
the branches) there are three distinct unrooted trees (I, II, III). Each unrooted tree can be
rooted on any of its five branches; two of the possible rooted trees for the center unrooted
tree are shown (IIA, IIB).

12.6.3. Tree Types

The immense diversity of insects and their long evolutionary history provide a challenge
for systematists. Because of mutation, high reproductive rates, natural selection, and
stochastic events, populations change through time. A process of gradual change through
thousands of years can result in a different species; a change within a single lineage is called
phyletic speciation. Speciation also can occur through cladogenic speciation, in which
two populations of a species become isolated and diverge genetically as a result of inde-
pendent mutation, natural selection, and genetic drift. Other models for speciation include
speciation through hybridization and polyploidy, or by modification of regulatory genes.
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Figure 12.3. For any four taxa (A, B, C, D; the tips of the branches), there are three different unrooted trees
(I, II, and III at top of figure). Each unrooted tree can be rooted on any of its five branches;
two of the possible five rooted trees for unrooted tree II are shown at the bottom (IIA, IIB).
Rooted trees II C, IID, and IIE are not shown. (Redrawn from Gibson and Muse 2002.)

The attributes of an organism used by systematists to establish their relation to other organ-
isms are called characters. Characters can be based on morphology, physiology, ecology,
behavior, biochemistry, or genetics.

There are several approaches to developing classifications using these characters.
Unfortunately, the debates over which approach is more objective, appropriate, or prac-
tical have not been resolved. Phenetic systematics focuses on overall similarities among
organisms, involves all possible characters, and calculates average similarities with all
characters assumed to be equally useful. In some cases, classifications based on phenetic
similarities may reflect the phylogeny of taxa because those that are most similar may
well have shared a most recent ancestor, but this need not be so because of convergent
evolution.

Cladistic (phylogenetic) systematics uses only cladistic relationships as a basis for
constructing classifications (Hennig 1966). The rate or amount of change is not considered,
and only monophyletic taxa are allowed. This approach focuses on the order of origin of
lineages and also takes into account the amount and nature of evolutionary change which
occurs after cladogenesis. Characters are not assumed to be equal and are weighted accord-
ingly. One of the major difficulties in any reconstruction of phylogeny is to determine which
character is primitive or ancestral (plesiomorphic) and which is derived (apomorphic).
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Classifications often are represented in graphical forms as treelike dichotomous branching
graphs or dendrograms. A dendrogram produced from phenetic information is called a
phenogram. Aphenogram shows how similar the group is, but does not provide information
about probable lines of descent. When a dendrogram is produced from cladistic information
it is called a cladogram. A cladogram shows the sequence of origin of clades and indicates
the times at which the various cladogenic events have taken place. If the dendrogram
includes both phenetic and phylogenetic data, it is a phylogram, or phylogenetic tree, and
indicates not only the cladistic branching but the relative amount of change that has occurred.
Those species which show the closest relationship are grouped together into larger, more
inclusive groups or genera. Genera are grouped into families, and families into orders,
classes, and phyla.

12.6.4. Project Goals and Appropriate DNA Sequences

The first step is to consider carefully the project goals and to evaluate published informa-
tion as to which genes/DNA sequences may be most appropriate to answer the question
(Figure 12.4). Analysis of the evolution of orders will require different approaches than
analysis of species within a genus. Whether a specific DNA sequence is appropriate for
a particular project is difficult to predict in advance unless a survey has been, or can be,
conducted to determine if the appropriate level of variability is present.

Analyses of different DNA sequences provide information about different levels of
phylogenetic analyses over a broad range of taxa. For example, ribosomal genes are
widely used because they are highly conserved but have regions that change rapidly
and regions that change slowly. Once the target gene or other DNA sequence has been
chosen, primers must be designed or made to amplify the target sequence by the PCR
or a cloning strategy developed. Cloning of target DNA may be required if inadequate
sequence information is available in the literature or GenBank and if “universal primers”
are unavailable.

Once insects have been obtained by collecting or from museums, DNAmust be extracted.
As noted in Chapter 8, PCR results vary with the preservation method. Dried museum
specimens are likely to contain degraded DNA, so using DNA sequences that are present in
multiple copies (such as mitochondrial or ribosomal DNA) may be more appropriate than
using single-copy nuclear genes. DNA extraction results are better with freshly collected,
frozen (at −80◦C), or alcohol-preserved (95% EtOH) insects.

The sequencing outcome depends upon the purity of the DNA employed and the fidelity
of the sequencing procedures. It is important to sequence both strands to avoid errors. Once
sequence information has been obtained, analysis can provide several types of information,
including possible structure, function, and characteristics of the protein. The similarity of
the sequences to sequences obtained from other organisms can be compared. The tasks of
collating, assembling, and correcting the sequence data are usually performed with the help
of a variety of computer programs (Gribskov and Devereux 1991, Fortna and Gardiner
2001).

Analysis of sequence data involves several steps (Figure 12.4). Figure 12.5A shows the
form in which sequence data is obtained from a sequencing laboratory. Figure 12.5B shows
the data after they have been analyzed to show the open reading frame (ORF) of the coding
strand (the line with the •), the codons, and the region at the end of the sequence that
represents the vector DNA (which should be excluded from the subsequent analysis).
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Figure 12.4. Steps in the phylogenetic analysis of DNA sequence data.
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Figure 12.5. A) DNA sequence data are obtained from an automated DNA sequencing facility in this
format. The different peaks representing A, T, C, and G are printed in different colors but are
shown in black and white here. This sequence actually is the noncoding sequence and, thus,
the sequence to be analyzed must be transformed into the complementary coding sequence.
B) Once the coding sequence (• marked) is obtained, the sequence must be aligned by a
computer program such as MacDNASIS and the coding strand analyzed. The open reading
frame (ORF) is designated, and the beginning of the cloning vector sequence is shown at
the end.
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Figure 12.5. continued
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12.6.5. Sequence Comparisons with BLAST

Once sequences have been obtained, the scientist usually wishes to compare them with
other sequences in the databases (Figure 12.4). Genetic sequences are computerized and
stored in three major databases: GenBank in the United States, the EMBL Data Library in
Europe, and the DNA Data Bank of Japan. The amount of sequence information avail-
able for DNA has grown exponentially and continues to accumulate at an ever faster
pace. The importance of submitting DNA sequence data to databases is recognized by
many journals that require that sequences be submitted prior to, or simultaneous with,
publication.

Sequences can be obtained from these databases using a computer program called BLAST
(Figure 12.4). BLAST is one of the most widely used tools in phylogenetic analysis and is
the Basic LocalAlignment Search Tool. BLAST is used to search large databases of DNA(or
amino acid) sequences, returning sequences that have regions of similarity to the sequence
of interest provided by the user (query sequence) (Fortna and Gardiner 2001, Gibson and
Muse 2002). In the BLAST program, the goal is to find regions in sequence pairs that have
high levels of similarity. The results of a BLAST search orders the sequences and provides
an e-value. The e-value is the number of hits with the same level of similarity that would
be found by chance if there were no true matches in the database; thus, an e-value of 0.01
would occur once every 100 searches even when there is no true match in the database.
BLAST searches can be run over the Web through the National Center for Biotechnology
Information (NCBI), the European Biotechnology Institute (EBI), or the DNA database
of Japan (DDBJ). Once the sequences have been obtained with which the data are to be
compared, they need to be aligned.

12.6.6. Aligning Sequences

Sequences can be aligned either with other sequences obtained in the project or with
sequences obtained from databases such as GenBank (Figure 12.4). Aligning the sequences
usually involves computer analyses of the sequences using one of three major methods
for comparing sequence similarity: matrix plots, global alignments, or local alignments
(Hillis et al. 1990, 1996). Both alignment and phylogenetic inferences involve assumptions
and subjective decisions (Hillis et al. 1990, 1996, Howe and Ward 1989, Gribskov and
Devereaux 1991, Hall 2001). The alignments usually are made based on the assumption
of parsimony. Parsimony dictates that an alignment of sequences is based on the minimal
number of changes needed to transform one sequence into the other.

ClustalW is a commonly used computer program that aligns DNA (or amino acid)
sequences in such a way as to maximize the number of residues that match by introducing
gaps or spaces into one or the other sequence. These gaps are assumed to be due to inser-
tions or deletions that occurred as the sequences diverged from a common ancestor over
evolutionary time (Hall 2001).

12.6.7. Constructing Phylogenies

The primary methods of phylogeny construction are parsimony, distance, and likelihood,
with many variants within each of these broad categories. The goal of all methods is to
identify the relationships (topology of a tree) that are most congruent with the observed
data. Many reviews of phylogenetic methods are available (Swofford and Olson 1990,
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Swofford et al. 1996, Felsenstein 1988, 2002, Hillis et al. 1996, Pagel 1999, Shoemaker
et al. 1999, Fox et al. 1999, Steel and Penny 2000, Huelsenbeck et al. 2001, Gibson and
Muse 2002), and providing detailed procedures for constructing phylogenies is beyond the
scope of this chapter. Only a brief outline of the different approaches is provided. Details of
phylogenetic methods should be obtained from the reviews, books, and “how-to” manuals
just cited. One should be aware that the methods for inferring phylogenetic relationships
from molecular data continue to evolve. Phylogenetic analysis involves knowledge of statis-
tics, computers, and mathematics, including calculus and matrix algebra; previous exposure
to the theory of quantitative genetics is useful (Felsenstein 2002).

Inferring a phylogeny is an estimation procedure and is based on incomplete information.
Any study of DNA sequences sampled from different species or different individuals in a
population is likely to start with a phylogenetic analysis. Thus, phylogenetic analysis is
becoming ever more common in biology. However, a novice will be frustrated by the fact
that there are so many different approaches and different experts cannot agree.

The selection of one or more trees from among the set of possible phylogenies is based
on one of two approaches: 1) defining a specific sequence of steps, an algorithm, for
constructing the best tree, or 2) defining a criterion for comparing alternative phylogenies
to one another and deciding whether they are equally good, or whether one is better. Some
methods of phylogeny construction are based on different explicit evolutionary assumptions,
while others are not.

Phylogenetic trees represent evolutionary pathways, and there is a difference between
species trees and gene trees (Goldstein and Harvey 1999). Branches in a species tree join
extant species to an ancestral species and represent the time since those species diverged.
The data used to construct the tree often represent a single region of the genome of those
species. A gene tree constructed from a short region of the genome may not be the same
as the species tree. Two species may carry genes that diverged prior to the species split, or
introgression or transposition may have resulted in genes having diverged after the species
split.

Phylogenies are presented as rooted or unrooted trees. Arooted tree conveys the temporal
ordering of the species or genes on a tree, but an unrooted tree reflects the distances between
units with no notion of which was ancestral to which. Most of the analytical techniques
result in an unrooted tree or unrooted phylogeny, one in which the earliest point in time is
unidentified (Figure 12.3). In molecular phylogenies, branch length is the average number
of nucleotide substitutions per site. If a branch length is 0.2, then on average the site has
undergone 0.2 changes. Because a nucleotide changes or it doesn’t, this average is based
on 0 or 1 change.

Molecular data used to construct trees are either discrete characters or similarities
(distances). Examples of discrete molecular characters include DNA sequences, allozyme
frequencies, or restriction map data. Most methods assume independence and homology
among discrete characters. Distance data specify a relationship between pairs of taxa or
molecules. Sequence, restriction-map, and allozyme data must be transformed to produce
distance data. Once data have been gathered and transformed into appropriate values, there
are four broad categories of methods to estimate phylogeny. These include distance-matrix
methods, maximum parsimony methods, and maximum likelihood methods, which are
discussed in detail by Swofford and Olson (1990), Weir (1990), Hillis et al. (1996), Nei
(1996), Huelsenbeck and Rannala (1997), Steel and Penny (2000), Hall (2001), and Whelan
et al. (2001). A more recent addition to phylogenetic analysis involves Bayesian inference
(Shoemaker et al. 1999, Huelsenbeck et al. 2001).
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Distance matrix methods are based on the set of distances calculated between each
pair of species and are the oldest family of phylogenetic reconstruction methods. The
computations are relatively simple, and the quality of the resulting tree depends on the
quality of the distance measure. Using distances to group the taxonomic units into a phenetic
grouping usually employs clustering.

Several methods of clustering can be used, but the most widely used is called UPGMA
(Unweighted Pair-Group Method using an Arithmetic average). It defines the intercluster
distance as the average of all the pairwise distances for members of two clusters. The results
of the clustering can be presented in a dendrogram, in which the branch points are placed
midway between two sequences or clusters. The distance between a pair of sequences is the
sum of the branch lengths. The UPGMA often is used for distance matrices, and it generally
performs well when the mutation rates are the same along all branches of the tree. However,
the assumption of nearly equal mutation rates (or that a molecular clock is operating) is
crucial.

For situations in which the assumptions of the molecular clock are inappropriate, the
Fitch–Margoliash algorithm can be used (Weir 1990). If information for an outgroup is
available, the resultant tree can be rooted. The Fitch–Margoliash method allows for the
possibility that the tree found is incorrect and recommends that other trees be compared
based on a measure of goodness of fit. The best tree will have the smallest percentage
standard deviation. The Fitch–Margoliash and UPGMA methods should result in very
similar trees if a molecular clock is operating.

Maximum parsimony methods focus on the character values observed for each species,
rather than working with the distances between sequences that summarize differences
between character values. These methods minimize the numbers of changes in sequences
between species over the tree, usually making the assumption that there have been approx-
imately constant rates of change. Branch lengths usually are not obtained. Maximum
parsimony is widely used and works well when change is rare or branches are short (Pagel
1999). Parsimony methods can work poorly when rates of character evolution are high, and
the phylogeny includes some long branches because it tends to underestimate the amount
of change in long branches. In some circumstances, maximum-likelihood and parsimony
methods can provide equivalent results.

For each possible tree, the sequences at each node are inferred to be those that require
the least number of changes to give each of the two sequences of the immediate descen-
dants. The total number of changes required over the whole tree is found, and the tree with
the minimum number of changes is the most parsimonious. Parsimony methods assume
that genetic changes are improbable. However, if there are large amounts of change, par-
simony methods can yield estimated trees that are inaccurate (Swofford and Olson 1990).
Stewart (1993) pointed out that parsimony analysis can be problematic for two general rea-
sons: 1) the shortest tree is not found and 2) the shortest tree is not the correct phylogeny.
Failure to find the shortest tree can occur if too many taxa or too few informative data are
used.

Likelihood methods of analyzing DNA sequence data rely on genetic models and
can provide a basis for statistical inference. Likelihood is an amount proportional to the
probability of observing the data, given a model. Likelihood methods are more difficult to
compute (Weir 1990). Maximum likelihood methods of tree construction assume the form
of the tree and then choose the branch length to maximize the likelihood of the data given
that tree. These likelihoods then are compared over different possible trees, and the tree
with the greatest likelihood is considered to be the best estimate.
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Unfortunately, the number of possible trees increases very rapidly as the number of taxa
under consideration increases. Thus, if three species are being compared, the number of
possible unrooted trees is one; with four species it is three trees, with six species it is 105
trees, and with eight species, it is 10,395 trees. Maximum likelihood methods provide con-
sistent estimates of branch lengths, indicating that the estimates approach the true values
as the amount of data increases. To estimate the likelihood that a particular tree estimate is
the true tree, bootstrapping techniques can be employed. Bootstrapping involves repeated
sampling, with replacement, of artificial data sets to produce an estimate of the variance. The
name of this statistical method was derived from the term “to pull yourself up by your boot-
straps,” and the method allows statistical distributions to be generated from very few data.

Methods for analyzing molecular data are still undergoing development, because none
of the techniques currently available is fully satisfactory. The immense amount of DNA
sequence data that is becoming available makes it difficult to use maximum likelihood
methods unless very powerful computers are used. Maximum likelihood algorithms have
been developed to build trees from pairwise distances, but they employ only a summary of
the data and information is thus lost. Parsimony methods are fast, but may be appropriate
only for very slow rates of evolutionary change.

12.6.7.1. Bayesian Methods

Another approach to analyzing evolutionary processes and phylogeny is Bayesian inference
(Shoemaker et al. 1999, Huelsenbeck et al. 2001). Bayesian inference uses the same models
of evolution as many other methods and can be used to infer phylogeny, evaluate uncertainty
in phylogenies, detect selection, compare trees, evaluate divergence times, and test the
molecular clock (Huelsenbeck et al. 2001).

Bayesian inference of phylogeny is based on a quantity called the “posterior probability
of a tree” and uses Bayes’s theorem:

Pr[Tree I Data] = Pr[Data I Tree] × Pr[Tree]
Pr[Data]

In this theorem the vertical bar should be read as “given” and is used to

combine the prior probability of a phylogeny (Pr[Tree]) with the likelihood (Pr[Data I Tree]) to
produce a posterior probability distribution on trees (Pr[Tree I Data]). The posterior probability of
a tree is the probability that the tree is correct. Inferences about the history of the group are then
based on the posterior probability of trees and the tree with the highest posterior probability might
be chosen as the best estimate of phylogeny (Huelsenbeck et al. 2001).

The likelihood is calculated under one of a number of standard Markov models of
character evolution. A Markov process is a mathematical model of infrequent changes
of discrete states (nucleotides or amino acids) over time, in which future events occur by
chance.

Advocates of the Bayesian approach note that phylogenetic analysis can be difficult
because a large number of trees potentially could describe the relationships of a group of
species. Evaluating which of these trees are the best approximation of the “true” tree can
be difficult when rates of DNA substitution are high; multiple substitutions at a site can
make it difficult to resolve true relationships, producing the “wrong tree.” Methods that
explicitly deal with multiple substitutions can overcome the statistical problems, but the
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most powerful methods (maximum likelihood) can be used only on relatively small data
sets and many of the faster methods do not take advantage of the information of all the data
contained in the DNA sequences.

Bayesian inference makes it possible to analyze large data sets more easily. Instead of
searching for the optimal tree, trees are sampled according to their posterior probabili-
ties. Once such a sample is available, features that are common among these trees can be
discerned and a consensus tree can be constructed. “This is roughly equivalent to performing
a maximum likelihood analysis with bootstrap resampling, but much faster” (Huelsenbeck
et al. 2001).

Shoemaker et al. (1999) noted that a “common criticism of the Bayesian approach is that
the choice of the prior distribution is too subjective.” Thus, researchers using the same data
could reach different conclusions if they used different prior distributions. Furthermore,
implementation of Bayesian methods can be “very complex.” Bayesian methods may be
especially useful for analyzing complex evolutionary models (including horizontal gene
transfer) and accommodating phylogenetic uncertainty.

12.6.8. Artifacts

Phylogenies of animal phyla constructed using 18S rRNA sequences may not be as accurate
as originally thought (Maley and Marshall 1998, Lee 1999, Philippe and Forterre 1999,
Philippe et al. 2000). For example, a phylogenetic analysis of the entire protein-coding
mitochondrial genome of chordates and selected invertebrates yielded strong support for an
incorrect tree using parsimony, distance, and likelihood methods. The basis of the incorrect
trees was found to be due to three hydrophobic amino acids; when these sites were ignored,
the tree became compatible with known relationships. Apparently these amino acids have
undergone concerted evolution which has obscured the underlying historical phylogenetic
signal. Lee (1999) concluded that both “morphological and molecular systematics might
have more in common than previously assumed.” By recognizing these possible difficulties,
it is possible to address the problem.

Inaccuracies may occur for a variety of reasons (Adoutte et al. 2000). Alignments of corre-
sponding sequences must be carried out carefully. If unambiguous alignments of sequences
cannot be obtained, different relationships may be obtained. Poor alignments may result
in a lack of strong statistical support for a particular tree. Another factor that affects DNA
phylogenies is the species chosen to represent each group. Use of different species can
result in different trees. Increasing the number of species analyzed will help resolve this
problem, but the increased number of species increases the computational time required
to find the best tree to represent the relationships. For example, if five species are studied
there are just 15 possible unrooted trees, but with 50 species there are 3 × 1074 potential
trees to analyze.

Inaccurate trees may occur because of a phenomenon called long branch attraction.
When long branches on evolutionary trees are in close proximity to short branches, maxi-
mum parsimony will recover the wrong tree because the long branches tend to group together
or “attract each other.”

12.6.9. Software Packages

A wide array of computer software packages for phylogenetic analyses are available
and supported (Swofford and Olsen 1990, Eernisse 1998). Software evolves rapidly, but
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information is provided at the end of the chapter so that sources can be contacted for recent
information and updated versions. The computer packages make it easy to conduct analyses
using multiple methods. If the results are compared and there is concordance among the
analyses, a particular tree is more likely to be correct (Caterino et al. 2000).

MrBayes is available from http://brahms.biology.rchester.edu/software.html if you wish
to carry out a Bayesian analysis of your data. PHYLIP is the Phylogeny Inference Pack-
age, available from Joseph Felsenstein, Department of Genetics, University of Washington,
Seattle. It is a collection of about 30 independent programs implementing maximum like-
lihood, parsimony, compatibility, distance, and invariant methods. Some of the programs
provide bootstrap methods for estimating confidence limits. PAUP is Phylogenetic Anal-
ysis Using Parsimony, available commercially (http://paup.csit.fsu.edu). PAUP performs
parsimony analysis under a variety of models, and bootstrapping routines are available.
Also available is BIOSYS-2, which includes cluster analysis and distance Wagner routines
for gene frequency data. Hennig86 is a small, fast, and effective program for parsimony
analysis under the Wagner and Fitch models. MacClade, written by W. P. Maddison and
D. R. Maddison and distributed by Sinauer Associates (Sunderland, MA 01375), is useful
in the analysis of character evolution and the testing of phylogenetic hypotheses under the
same parsimony models described for PAUP plus additional ones.

12.7. The Universal Tree of Life

12.7.1. Two Domains

Until rather recently, the traditional view was that life is divided into “animals” and “plants”;
the study of bacteria and fungi often took place in departments of botany. Later, it was
realized that organisms can be divided into prokaryotes or eukaryotes. Under this grouping,
it became clear that fungi are not plants (molecular data indicate they are actually more
closely related to animals). All single-celled eukaryotes initially were placed into the phylum
Protista, but this was found to be a heterogeneous group consisting of algae (formerly plants),
protozoa (formerly animals), water molds (formerly fungi), and others (Mayr 1998).

12.7.2. Three Domains

A more recent view is that there are three primary “domains” of life (Archaeabacteria,
Eubacteria, and Eukaryota) (Woese et al. 1990, Doolittle 1999, Woese 2000).

“Bacteria” were separated into two groups on the basis of variation in the small-subunit
rRNA: the traditional bacteria (called Eubacteria) and a previously unrecognized group
(Archaeabacteria), which contain members that inhabit extreme environments such as
hot springs, sulfur springs, and deep vents (Woese 1987). Woese (1987) considered the
Archaeabacteria might have been the first organisms on earth because they inhabit such
extreme environments, although now we know Archaeabacteria are more widespread than
this. However, separation of the Eu- and Archaeabacteria into two domains of a rank equal
to that of the eukaryotes was justified because they were assumed to have evolved indepen-
dently from a precursor group (Figure 12.6). The Archaeabacteria were considered to be as
different from the Eubacteria as the Eubacteria were from the eukaryotes on a molecular
basis.

Separation of life into three domains remains controversial (Cavalier-Smith 1998, Mayr
1998). Mayr (1998) argues that the three-domain arrangement is unjustified because the



12.7. The Universal Tree of Life 381

Figure 12.6. Molecular phylogenies support the concept of a “web” of life, in which gene exchange and
horizontal gene transfer have had significant effects on the evolution of the Archaea, Eubacte-
ria, and Eukaryota. Evolution of life has involved multiple events of horizontal gene transfer
between the domains, including incorporation of Eubacteria that gave rise to chloroplasts and
mitochondria, as well as evolution of vertically transmitted archaeal genes. A “linear” view
of the evolution of life had to be modified once genome analysis indicated the relationships
between the domains were more complex. (Modified from Doolittle 2000.)

number of groups known for Archaeabacteria (175) and Eubacteria (10,000) is far exceeded
by the number of eukaryotic species (∼30 million), and the phenotypic diversity is orders
of magnitude less for the Archaeabacteria and Eubacteria than for the eukaryotes.

12.7.3. Origin of Eukaryotes

Molecular, geological, and paleontological evidence suggests that eukaryotes originated
around 2 billion years ago (Katz 1998, 1999, Figure 12.6). Under one model, eukaryotic
cells acquired mitochondria only after the divergence of several extant eukaryotic lin-
eages. The rRNA genealogy and analyses of ancient gene duplications of protein-coding
genes support the sister status of Archaea and Eukaryotes (Katz 1998). However, this
view had to be modified after complete genome sequences were obtained from a variety
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of organisms. There is a great likelihood that eukaryotic genomes are chimeric, derived
from both archaeabacterial and eubacterial lineages (Golding and Gupta 1995, Rivera et al.
1998, Lang et al. 1999, Roger 1999).

Chimeric genomes could have developed only if lateral transmission of genes (or
genomes) took place across species boundaries (Katz 1999). The genomic evidence suggests
that informational genes (genes involved in transcription, translation, and related processes)
are typically members of large complex systems and are less likely to be transferred than
operational genes (genes involved in “housekeeping”) (Jain et al. 1999).

Doolittle (1998) proposes that gene swapping (leading to chimerism) among early organ-
isms may have occurred when primitive eukaryotes picked up genes from their food, and he
suggested that “You are what you eat.” According to this scenario, the ancestor of eukaryotes
was archaeal, but many eukaryotic nuclear genes today are of eubacterial origin because
horizontal transfer occurred. Some of the eubacterial genes could have moved horizontally
from mitochondria (probably originally a proteobacterium), but these genes of mitochon-
drial origin were relatively few and limited to the proteins that are reimported into the
mitochondria. Doolittle (2000) speculates that the eubacterial genes with other functions
could have moved into the eukaryotic genome when phagocytic unicellular eukaryotes fed
on α-proteobacterium. DNA from these food bacteria would have moved repeatedly into
the nuclear genome. Doolittle (1998) argues that

all genes that can be replaced by food-derived [eubacterial] genes will be, in the fullness of time. We
should not think of such gene replacement as idiosyncratic or exceptional, but as the normal course.
It is, instead, the persistence of some genes of archaeal ancestry that requires special explanation.

A consequence of lateral (horizontal) gene transfer is that phylogenetic analyses of
different genes can result in conflicting phylogenies, causing confusion (Katz 1998,
Bushman 2002). Evidence from sequences of 66 protein-coding genes from members of
all three domains suggests that some eukaryotic genes are more similar to archaeal genes,
while others appear to share ancestry with eubacterial genes (Brown and Doolittle 1997,
Katz 1998). Genes involved in the genetic machinery of the cell are shared by the Archaea
and eukaryotes, while genes that regulate metabolic processes are shared by Eubacteria and
eukaryotes. Thus, these analyses “challenge the traditional view that vertical transmission
of genetic material from one generation to the next is the predominant force in evolution”
(Katz 1998).

The origin of eukaryotes continues to be studied and debated. Key characters involved in
the emergence of eukaryotes include the presence of a nucleus, microtubules, mitochondria,
and a chimeric genome (Katz 1998). How all these parts were assembled remains contro-
versial; some hypothesize there was a single endosymbiosis event, and others believe that
there were two or more endosymbiosis events. It is possible that the original event that gave
rise to mitochondria occurred in the ancestor of all extant eukaryotes, which could explain
both the chimeric nuclear genome and the origin of mitochondria.

The origins of the nucleus and microtubules are less well understood; hypotheses on the
origin of the nucleus include: 1) the nucleus is derived from a nucleoid structure found
in Archaea; 2) the nucleus evolved through invagination of membranes within the lineage
that gave rise to eukaryotes; 3) the nucleus resulted from the engulfment of one organism
by another. Katz (1998) argues that distinguishing among these hypotheses is likely to be
difficult and concludes by noting that

individual gene genealogies alone cannot provide a “tree of life.” Instead, these genealogies spin
a tangled web of the history of genes within organisms. The next steps are to develop more
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sophisticated methods to interpret conflict among multiple gene genealogies, and to augment
molecular data with studies of the cell biology of early diverging eukaryotes.

Dacks and Doolittle (2001) suggest that more data are needed to understand the origin of
eukaryotes: 1) identify the surviving direct descendants of primitively simple eukaryotes
that must have lived in ancient anaerobic habitats and study their genomic, physiological,
and structural diversity; and 2) construct phylogenies using sequences from more different
genes to resolve questions (for example, an insertion in the EF1 gene was used as evidence
to conclude animals and fungi are more closely related than are fungi and plants).

Genome duplication is thought to be an important component of the evolution of
eukaryote genomes (Ohno 1970, Wagner 1998, Sankoff 2001). Genome or gene dupli-
cation is thought to be the predominant method by which new gene functions can evolve,
despite the fact that the vast majority of duplicate genes are expected to become pseudo-
genes through mutations. The loss of a duplicate gene is expected, because as long as one
gene functions normally the other can accumulate deleterious mutations.

Many protein-coding genes belong to multigene families, which could have evolved
by gene duplication (Friedman and Hughes 2001). Analysis of the complete genomes of
D. melanogaster, the nematode Caenorhabditis elegans, and the yeast Saccharomyces cere-
visiae showed that duplication of genomic blocks has occurred, although the duplications did
not all occur at the same time (Friedman and Hughes 2001). Some blocks could have been
due to an ancient polyploidization event; others are more recent and could have involved
duplications of chromosome segments. Some duplicated blocks in the yeast genome are
associated with transposable elements that could have been the cause of the duplication
events.

12.8. The Fossil Record of Arthropods

Insects have a relatively extensive fossil record, with 1263 families of fossil insects known
(Labandeira and Sepkoski 1993). Labandeira and Sepkoski (1993) found 472 references on
fossils covering 1263 insect families with all of the 30 commonly recognized extant orders of
insects represented as fossils. Although only a few fossil insects (such as Collembola) are
known from the lower Devonian, a massive radiation began sometime during the early
Carboniferous, more than 325 million years ago, and the pterygotes radiated into
stem groups of all major lineages, including ephemeroids, odonatoids, plecopteroids,
orthopteroids, blattoids, hemipteroids, and endopterygotes. Insects continued to increase in
diversity during the late Carboniferous and middle Permian (Table 12.4).

Insects are highly diverse and ancient arthropods. The Crustacea are considered the
sister group of the Tracheata (=Myriapoda + Hexapoda or Insecta). Relatively advanced
Crustacea are found in the Cambrian (600 mya), so it is assumed that tracheates were
present by this time as well (Kukalova-Peck 1991). Labandeira et al. (1988) showed that a
bristletail (Archaeognatha) from the Early Devonian resembles modern archaeognathans.
Arthropods have apparently been found on land since Devonian times (Table 12.4). Two
Collembola species were found in the lower Devonian (400 mya) that resemble recent extant
Isotomidae and Neanuridae, suggesting that terrestrial arthropods already had radiated in
the Ordovician (ca. 500 mya).

A number of extinct and extant orders of primitive insects have been found in a diverse
late Paleozoic fauna (Table 12.4). During the Carboniferous (which began 360 mya)
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Table 12.4. Geological Time Scale in Millions ofYears and Types of Fossil Insects Found

Era Period Epoch Began (mya) Extinct and extant fossil insect orders first found

Cenozoic Quaternary Recent Protura, Zoraptera, and Phthiraptera first
appeared in fossil record.

Pleistocene 1.6
Tertiary Pliocene 5

Miocene 25
Oligocene 35
Eocene 60 Mantodea first appeared in fossil record.
Paleocene 65

Mesozoic Cretaceous 145 Isoptera first appeared in fossil record.

Jurassic 210 Dermaptera first appeared in fossil record.

Triassic 245 Odonata, Titanoptera, Grylloblattodea,
Trichoptera, Lepidoptera, and Hymenoptera first
appeared in the fossil record.

Paleozoic Permian 285 Permothemistida, Plecoptera, Embioptera,
Protelytroptera, Glosselytrodea, Psocoptera,
Thysanoptera, Hemiptera, Antliophora,
Mecoptera, Diptera, Amphiesmenoptera,
Neuroptera, Megaloptera, and Coleoptera first
appeared in the fossil record.

Carboniferous 360 Pterygotes radiated into stem groups of all major
lineages, with seven surviving to modern times
(ephemeroids, odonatoids, plecopteroids,
orthopteroids, blattoids, hemipteroids, and
endopterygotes). Diplura, Monura, Thysanura,
Diaphanopterodea, Megasecoptera, Permo-
themistida, Protodonata, Paraplecoptera,
Orthoptera, Blattodea, Caloneurodea, Blattino-
psodea, and Miomoptera were present.

Devonian 400 Collembola (Rhyniella praecursor) and
Archaeognatha

Silurian 440 Mites, opilionids, scorpions,
pseudoscorpions, centipedes, spiders found
in pre-Devonian strata

Ordovician 500
Cambrian 600

Modified from Kukalova-Peck (1991).

a diverse array of extinct and extant (underlined) insects were present, including the:
Diplura, Monura, Diaphanopterodea, Palaeodictyoptera, Megasecoptera, Permothemistida,
Ephemoptera (mayflies), Protodonata, Paraplecoptera, Plecoptera (stoneflies), Orthoptera
(grasshoppers and crickets), Blattodea (cockroaches), Caloneurodea, Blattinopsodea, and
Miomoptera.

During the Permian (which began 285 mya), additional extinct and extant insect groups
are found in the fossil record, including Plecoptera (stoneflies), Embioptera (web spinners),
Protelytroptera, Glosselytrodea, Thysanoptera (thrips), Hemiptera (bugs and leafhop-
pers), Antliophora, Mecoptera (scorpion flies), Diptera (true flies), Amphiesmenoptera,
Neuroptera (lacewings, antlions), Megaloptera (dobsonflies), and Coleoptera (beetles).

By the Triassic (245 mya), nearly all modern orders of insects are found in the
fossil record, including Lepidoptera (butterflies and moths), Trichoptera (caddisflies), and
Hymenoptera (bees and wasps). By the Jurassic (210 mya), many recent families are present.
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Tertiary insects (65 mya) are essentially modern and include genera nearly indistinguishable
from living fauna.

Labandeira and Sepkoski (1993) suggest that the great diversity of insects was achieved
by low extinction rates rather than by high origination rates. The great radiation of mod-
ern insects began 245 million years ago and was not accelerated by the expansion of the
angiosperm plants during the Cretaceous period.

There are more than 700,000 living species of living insects classified in at least 29 orders
and more than 750 families, with the orders Coleoptera (>300,000 named species),
Lepidoptera (>120,000 species), Hymenoptera (>120,000 species), and Diptera (>150,000
species) containing the most species. Insects are diverse, numerous, and ancient (Daly
et al. 1998). An understanding of their systematics and phylogeny requires the combined
use of the fossil record, traditional morphological data, and molecular methods.

12.9. Molecular Analyses of Arthropod Phylogeny

12.9.1. Ribosomal RNA

The origin and phylogeny of the Arthropoda have been analyzed using ribosomal sequences
(Field et al. 1988, Turbeville et al. 1991). The slowly evolving core segments of rRNA
allow the reconstruction of phylogenies of phyla and kingdoms. To study the phylogenetic
relationship at the family level, domains that change more rapidly must be analyzed, such
as a 324-bp sequence from the second expansion segment of the 28S gene.

The molecular phylogeny of the Metazoa was investigated by sequencing the 18S rRNA
gene (Field et al. 1988, Adoutte et al. 2000). The branching patterns obtained by tradi-
tional phylogenies based on morphology and embryology can be compared with branching
patterns derived from rRNAdata (Figure 12.7). Atraditional phylogeny indicates that arthro-
pods are not close relatives of the annelids, suggesting an early divergence of arthropods
from other metameric lineages.

In the tree based on the 18S rRNA sequences, chelicerates are represented by the horse-
shoe crab Limulus, crustaceans by the brine shrimp Artemia, Uniramia by Drosophila, and
the millipede by Spirobolus. Field et al. (1988) note that, although the number of arthropod
species they sampled is limited, the results support the hypothesis that arthropods represent
a coherent phylum of single origin, rather than a polyphyletic group with several distinct
annelid ancestors. However, Field et al. (1988) sampled relatively few arthropods and were
unable to resolve relationships within the Arthropoda.

A study to resolve relationships within the Arthropoda compared partial 18S rRNA
sequences of five chelicerate arthropods, plus a crustacean, myriapod, insect, chordate,
echinoderm, annelid, and platyhelminth (Turbeville et al. 1991). The sequence data were
analyzed using a maximum-parsimony method, an evolutionary-distance method, and the
evolutionary-parsimony method. The results generated by maximum-parsimony and dis-
tance methods support monophyly of the Arthropoda and monophyly of the Chelicerata
within the Arthropoda, which are congruent with phylogenies based on cladistic analyses
of morphological characters.

As shown in Figure 12.7, the rRNA-based molecular phylogenies show the Bilateri-
ans as a monophyletic group clearly separated from sponges, cnidarians, and ctenophores
(Adoutte et al. 2000). The clade uniting annelids and arthropods on the basis of segmen-
tation of the body trunk is traditional, but the rRNA tree places annelids and mollusks
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Figure 12.7. Phylogenies of the Metazoa compared: A) A traditional phylogeny is based on morphol-
ogy and embryology, with organization of the Bilateria into Coelomates, Pseudocoelomates,
and Acoelomates. Using this scheme, Arthropoda are associated with Onychophora and
Tardigrada and the Nematoda are Acoelomates. B) A molecular-based phylogeny places
the Arthropoda within the Ecdysozoans among the Bilateria, which includes Tardigrada,
Onychophora, and Nematoda. (Redrawn from Adoutte et al. 2000.)

and other unsegmented phyla in a Lophotrochozoan clade and places the Arthropoda in an
Ecdysozoan clade with Nematoda, Onychophora, and Tardigrada. This is consistent with
the fact that annelids share with mollusks a typical mode of spiral egg cleavage, followed by
the formation of a trochophore larva. One of the most interesting changes is that nematodes
are now considered a sister group of arthropods but had been placed outside the Bilaterians
because of a long-branch attraction artifact. The nematodes, arthropods, and related phyla
all have a molting cuticle; hence the name Ecdysozoa (Figure 12.7). Analysis of β-thymosin
sequences also support the arthropod-nematode clade (Manuel et al. 2000).

12.9.2. Hox Genes and Arthropod Phylogeny

Traditional taxonomy and molecular-based phylogenies of the Arthropoda may appear to
be incongruent because the morphological characters used to build them have undergone
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convergence, particularly when insects and myriapods are considered (Cook et al. 2001).
Molecular trees have been difficult to build because arthropod diversification probably
was rapid and ancient, with major arthropod groups already present in the early Cambrian
approximately 520 mya. Thus, the few traits that provide relevant phylogenetic information
may be misleading because there have been more than 500 million years of evolutionary
change. Analysis of Hox genes provides an interesting window on the evolutionary history
of arthropods.

Hox genes are an ancient family that regulate differentiation of anterior/posterior axes
of the arthropod body. Hox genes contain a homeodomain region and are important in
organizing specialized sections such as head, thorax, and abdomen. Hox genes have been
present since the early divergence of Bilaterians. Cook et al. (2001) sequenced Hox genes
from an oribatid mite (Chelicerata), a symphylan (Myriapoda), pauropods (Myriapoda), a
branchiopod (Crustacea), and a grasshopper (Insecta) and compared them to other arthropod
Hox sequences. The resulting phylogenetic analysis supported a “hexapod/crustacean clade
. . . to the exclusion of myriapods” and the data suggest that Myriapoda are more closely
allied to the Chelicerata than to the Insecta /Crustacea clade (Cook et al. 2001).

The Insecta and Myriapoda have long been considered to be most closely related among
the Arthropoda, primarily because they share trachea (Tracheata) and Malpighian tubules
and lack second antennae. The Hox data suggest that Malpighian tubules and tracheae of
Insecta and Myriapoda may have evolved convergently, while their secondary antennae
were lost convergently. Cook et al. (2001) also predicted that “insects must derive not from
some homonomous myriapod-like body but rather from an already tagmatized crustacean,
with very different implications for the evolution of segmentation.” The molecular data sug-
gest that mandibles might have been present in the common arthropod ancestor and were lost
in the chelicerates. Alternatively, Cook et al. (2001) conclude that evolution of mandibles
in myriapods and in the crustacean/insect clade was convergent and the results reinforce
the “conclusion that the morphological features traditionally used to infer relationships
among the arthropod subphyla make a poor phylogenetic data set. At this depth in the tree,
convergence and stochastic change overwhelm whatever phylogenetic signal they contain.”

12.9.3. Hox Genes and Evolution of Arthropod Appendages

The duplication and diversity of Hox genes, changes in their regulation, and changes in
the regulation of genes targeted by Hox genes are important in understanding the evolution
of arthropods (Doolittle 1999, Levine 2002, Ronshaugen et al. 2002). The success of
arthropods is correlated with their modular body plan—a series of repeating segments that
can be modified to contain legs, wings, antennae, mouthparts, or genital structures. Insects
have six legs, two on each of the three thoracic segments, whereas crustaceans have a
variable number of swimming appendages; some crustaceans have limbs on every segment
in both the thorax and abdomen.

Galant and Carroll (2002) identified a transcriptional repression domain in the carboxy-
terminal region of the Drosophila Ultrabithorax protein that is highly conserved among
insects, but is absent from this gene in other arthropods and onychophorans. Galant
and Carroll (2002) speculate that this domain could have facilitated the diversification of
posterior thoracic and anterior abdominal segments that is characteristic of modern insects.
Ronshaugen et al. (2002) provide evidence that suppression of abdominal limbs in insects
depends on functional changes in Ultrabithorax. Thus, mutations in a homeotic gene appar-
ently resulted in significant morphological changes approximately 400 million years ago
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when six-legged insects limited the production of limbs to the thorax and diverged from
crustacean-like arthropod ancestors that had limbs on the abdomen as well (Ronshaugen
et al. 2002).

12.9.4. Other Molecular Phylogenies of Insects

Other phylogenies of arthropods and insects have been conducted using several highly
conserved genes. For example, Regier and Shultz (1997) examined the evolution of the
arthropods using sequences from elongation factor-1 and the largest subunit of RNA poly-
merase II, and Burmester et al. (1998) used hexamerin sequences. Wheeler et al. (2001)
combined morphological characters and 18S and 28S rRNA sequences and compared the
results of trees of insect orders produced by the morphological data with trees produced by
molecular data.

12.9.5. Congruence between Morphology- and Molecular-Based Trees

Unfortunately, the fossil record is often inadequate, so inferences made about lineages of
organisms are based on what the scientist can observe and measure. Many scientists are
concerned about using a single method, such as sequence data or morphological traits, to
deduce evolutionary patterns. The possibility exists that inferences concerning phylogenetic
relationships based on molecular data may not reflect accurately the historical relationship
of the taxa from which the data were obtained, producing a “gene tree/species tree” problem.
For example, Powell (1991) pointed out that molecular studies on the Drosophila pseudoob-
scura group can lead to conclusions of monophyly, paraphyly, and polyphyly, depending
upon which data are used to construct the trees. The different sets of data used are presumed
to be accurate and thus neither tree is “wrong,” but reflects different aspects of the history
of the same taxa when different data are considered. Morphological and molecular data can
lead to different conclusions in some cases, but produce congruent results in others.

12.10. Molecular Evolution and Speciation

12.10.1. Species Concepts

One of the central questions of biology is how a continuous process of evolution can
produce “species” (Coyne 1992, Rice and Hostert 1993, Hollocher 1998). At least three
different views of “species” are used (O’Hara 1994). The biological species concept indi-
cates, “Species are groups of actually or potentially interbreeding natural populations,
which are reproductively isolated from other such groups” (Mayr 1970). Reproductive iso-
lation is achieved by prezygotic isolating factors (mating discrimination, different habitat
preferences) and postzygotic isolating factors (hybrid inviability, sterility). Reproductive
isolation, in concert with selection and genetic drift, creates and expands the morphological
differences between species living in the same area.

Physical isolation (allopatry) leads inevitably to evolutionary change through natu-
ral selection or drift, and pre- or postmating reproductive isolation mechanisms evolve
as a by-product of the genetic changes. Any resultant hybrid inviability could be due
to the development of divergent developmental systems. Reproductive isolation may be
increased if incompletely isolated populations become sympatric (live together in the same
area) so that selection would fix the alleles that reduce interspecific mating. The process
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of increasing isolation is called “reinforcement,” but how often this process occurs is
debated. Likewise, the extent of sympatric speciation, in which reproductive isolation
occurs without geographic isolation, remains controversial, although the sympatric host
races of the tephritid Rhagoletis pomonella represent one well-documented example (Feder
et al. 1988, 1997). The biological species concept, in the view of some, overemphasizes
reproductive isolation between populations.

The evolutionary species concept emphasizes the continuity of populations through
time. Thus an “evolutionary species is a lineage (ancestral-descendant sequence of popula-
tions) evolving separately from others with its own unitary evolutionary role and tendencies”
(Simpson 1961). This definition focuses more on time than the biological species concept
and has been criticized as being vague and not subject to observational test (O’Hara 1994).

The phylogenetic species has been defined as “the smallest diagnosable cluster of
individual organisms within which there is a parental pattern of ancestry and descent”
(Cracraft 1983). Critics of this concept note that the definition of diagnosability is vague;
if examined carefully, characters can be found to diagnose virtually any population, espe-
cially if molecular techniques are used. This would tend to greatly increase the number of
species (O’Hara 1994).

Thus, depending on which species definition and assumptions a systematist uses, species
are not necessarily equivalent. O’Hara (1994) noted that many species are easy to delimit,
and

in those cases where they are not, the difficulty that arises illustrates well the special historical
character of the evolutionary process. . . . Because evolutionary history is something we are still in
the midst of, it will not always be possible for us to determine which varieties—which distinctive
populations in nature—are temporary and which are permanent, and so our counts of species across
space and through time will always have some measure of ambiguity in them that we cannot escape.

12.10.2. How Many Genes Are Involved in Speciation?

The genetic basis of speciation is assumed to be due to changes in more than one gene, but
the number is unknown in most cases (Harrison 1991, Hollocher 1998). Changes in more
than two genes have been considered the minimum required for reproductive isolation.
Changes in segments of the genome, such as inversions or translocations, also can result
in reproductive isolation. Most often, reproductive isolation is considered to be determined
polygenically. Few genetic studies have been conducted on the genetic basis of reproductive
isolation, or temporal or habitat isolation, so few generalizations can be made about the num-
ber of genes responsible for speciation (Coyne 1992). A variety of characters can contribute
to speciation, including hybrid sterility, hybrid inviability, interspecific mate discrimination,
and interspecific divergence in secondary sexual characters (Hollocher 1998).

Speciation may occur rather rapidly under some circumstances. Higgie et al. (2000)
showed that artificial selection can produce the kind of isolation that separates species in the
wild, and that it can do so within nine generations under laboratory conditions. Drosophila
serrata and D. birchii are sibling species in Australia that are very similar in morphology
and can produce viable and fertile hybrid progeny in the laboratory. In the field, these
two species can be found in the same area, but rarely interbreed. Where their geographic
ranges overlap, the two differ in the mix of hydrocarbons found on their cuticle, which is
important in mate choice. Populations of D. serrata found in regions of Australia where
D. birchii do not occur have a different set of hydrocarbons. This suggests that selection
to reduce mating between the species has occurred where the two populations overlap.
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Under laboratory conditions, cuticular hydrocarbons of allopatric D. serrata populations
collected from the field evolved within nine generations to resemble those of the sympatric
populations when held with populations of D. birchii. This experiment in artificial sympatry
indicates how rapidly mate recognition systems can change. However, the experiment does
not indicate whether selection on mate recognition was a component of the actual speciation
event resulting in D. serrata and D. birchii.

Drosophila melanogaster populations from Zimbabwe and populations from other
continents have been shown to be reproductively isolated. In the presence of males of
their own kind, females from Zimbabwe do not mate with males from elsewhere; recip-
rocal mating is reduced, as well. The genes for this behavior apparently are found on
autosomes II and III (Wu et al. 1995). The data suggest that these populations are in the
“early stages of speciation” and that it is “driven by sexual selection” (Wu et al. 1995).
Because D. melanogaster is so well known genetically, analyzing speciation should be
especially tractable (Buckley et al. 1997).

A “speciation gene,” called Odysseus, was cloned, sequenced, and compared between
two closely related Drosophila species (simulans and mauritiana) (Ting et al. 2000). Ting
et al. (2000) were testing the hypothesis that genomes may contain ancient polymorphisms,
or gene introgression could have occurred, so that molecular phylogenies may not reflect
reproductive isolation accurately. Rather, “speciation genes” may be better indicators of
phylogenetic history. Odysseus is the cause of hybrid male sterility in the D. simulans
clade; Ting et al. (2000) compared Odysseus and microsatellite sequences from simulans,
mauritiana, and sechelia (with D. melanogaster as an outgroup). The results indicated that
the genome (as indicated by 39 microsatellite loci) can “indeed be a mosaic of regions of dif-
ferent genealogies among closely related species, because of shared ancient polymorphism
and /or introgressions.” The sequences of Odysseus, by contrast, provided a clear resolution
of species because there were extensive amino acid differences. The authors were surprised
to find very different “resolutions between the genealogical trees of regions of DNA less
than 3 kb apart. The hitchhiking process, either in removing ancient polymorphisms or in
excluding cointrogressions of tightly linked variations, must have been relatively ineffec-
tual over a longer distance.” The authors raise the possibility that “diverging species that
remain incompletely isolated reproductively (such as D. simulans and D. mauritiana) may
be permeable to introgression over a large portion of their genomes.” Because only a small
region near each “speciation locus” is impermeable, the exchange may continue for some
time until reproductive isolation is complete.

Many questions about speciation remain unanswered (Howard and Berlocher 1999). How
important are conventional gene mutations compared to novel genetic elements, such as
repeated sequences, microorganisms such as Wolbachia, or transposable elements? How
often are “speciation” genes altered in their coding sequence compared to changes in non-
coding regulatory regions? How often is reproductive isolation based on polyploidy, or on
chromosomal rearrangements of chromosomes? If transposable elements, polyploidy, or
infectious microorganisms such as Wolbachia cause speciation, would they produce a rapid
change without significant genetic change in their host arthropod? Molecular analyses may
provide answers to some of these questions (Coyne 1992, Templeton 2001). Molecular
mapping could determine how often reproductive isolation has a simple or complex genetic
basis. Cloning and characterizing genes important in speciation may provide information
on how reproductive isolation occurs at the molecular level.

Templeton (2001) proposes using phylogeographic analyses of gene trees to test species
status and processes. A gene tree is a reconstruction of the history of the genetic variability



12.10. Molecular Evolution and Speciation 391

in a sample of homologous genes or DNA regions that have experienced little or no
recombination. Templeton (2001) argues that gene trees can be used to understand the
interface between intra- and interspecific evolution. He defines a “cohesion species” as
an evolutionary lineage or set of lineages with genetic exchangeability and or ecological
interchangeability. This species concept can be phrased in terms of null hypotheses that can
be tested using gene trees.

12.10.3. Detecting Cryptic Species

One can argue that morphological methods are faster, easier, and cheaper than molecular
methods for many taxonomic studies. However, molecular methods often provide the
only method for detecting cryptic species. The ability to detect cryptic species may have
ecological and economic importance.

RAPD-PCR may provide an inexpensive method for detecting cryptic species. For
example, two populations of an encyrtid parasitoid, Ageniaspis citricola, were imported
into the United States from Taiwan and Thailand as part of a classical biological control
program directed against an invasive pest of citrus, Phyllocnistis citrella (Hoy et al. 2000).
Slight differences in the biology and behavior of the two populations led us to evaluate them
with RAPD-PCR, and the results indicated the two populations were genetically distinct
(Hoy et al. 2000). Subsequently, analysis of two highly conserved actin genes confirmed the
distinctiveness of these populations. Analysis of ribosomal ITS2 sequences also indicated
the two populations are different (Alvarez and Hoy 2002). Interestingly, multiple clones of
the ITS2 region were sequenced from individuals, and the intraindividual sequence vari-
ation observed was sometimes greater than sequence variation between individuals. This
variability in sequence and length of the ITS2 region in the Ageniaspis populations suggests
that concerted evolution has not homogenized all copies of the rRNA genes within these
individuals and populations. Yet, despite this variability, the ITS2 region was informative
phylogenetically (Alvarez and Hoy 2002).

Another economically important example of cryptic species involves a mite, Varroa, that
is a parasite of honey bees (Oldroyd 1999, Anderson and Trueman 2000). Apis mellifera
originally was restricted to Europe, while A. cerana was found in Asia. These sibling bee
species came into contact after 1905 when the trans-Siberian railroad was completed. Varroa
moved onto A. mellifera sometime in the past century and created serious problems for bee
keepers in many locations around the world. Apis cerana is parasitized by Varroa, which
suck the blood of developing bees and adults, but the effects of Varroa on A. cerana are
relatively mild.

Until recently, it was believed that Varroa was a homogeneous species (called jacobsoni),
but molecular studies (RAPD-PCR and mitochondrial DNA analyses) indicated that there
is considerable hidden genetic variability within Varroa populations (Kraus and Hunt 1995,
de Guzman et al. 1997, 1998). In fact, molecular data suggest there were multiple intro-
ductions of Varroa into the Western Hemisphere (de Guzman et al. 1999). Furthermore,
molecular data suggest that A. cerana is, in fact, attacked by at least two cryptic species of
Varroa ( jacobsoni and underwoodi).

In the Western Hemisphere, two introduced “strains” of Varroa coexist. One is highly
destructive to European bees (A. mellifera) and one relatively benign (Oldroyd 1999). Bee
breeders are in the process of genetically selecting strains of A. mellifera that have a shorter
development time, which could make them less vulnerable to attack by Varroa. Another
strategy is to select bees for behavioral resistance to Varroa. Conducting such selections
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in an effective manner requires that the “virulent” Varroa strains (or cryptic species) be
used during the selection process. Thus, identifying cryptic Varroa species may explain
differences in the effects of “Varroa” on bee populations and could be crucial to developing
a practical solution(s) to the problem.

Some Relevant Journals

Biochemical Systematics and Ecology. Pergamon Press, Elmsford, NY.
Cladistics. Academic Press, San Diego.
Journal of Molecular Evolution. Springer-Verlag, New York.
Molecular Biology and Evolution. University of Chicago Press, Chicago.
Molecular Phylogenetics and Evolution. Academic Press, San Diego.
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Some Relevant Web Sites

Bioinformatics Education, a collaboration between universities in Sweden, Singapore,
Australia, Sweden, South Africa and the United States, provide bioinformatics training:
http://s-star.org

GenBank: www.ncbi.nim.hih.gov
The MrBayes program: http://brahms.biology.rochester.edu/software.html
Nature Genome Gateway: www.nature.com/nature/
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PhyloCode Web site: www.ohio.edu/phylocode
TreeBASE, a database of the data behind phylogenetic trees that have been published:

http//www.treebase.org/treebase/index.html
Tree of Life, a tree containing all known organisms in one phylogenetic tree; also

contains programs: http://phylogeny.arizona.edu/tree/programs
Programs for phylogenetics and population genetics:

http://evolve.zps.ox.ac.uk/Home.html
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13.1. Overview

Molecular genetic techniques provide powerful tools for the study of insect biology, ecology,
and population genetics in both natural and laboratory populations. Analysis of proteins,
nuclear or mitochondrial DNA, and messenger RNA can be used to answer ecological
questions. Analysis of proteins by electrophoresis has been useful with many insects, but
some taxa with low levels of detectable genetic variation cannot be studied unless more
sensitive DNA markers are used. DNA analyses can identify biotypes or sibling species,
determine paternity, resolve whether hybridization or introgression occurs, and provide
information on founder effects, population genetic structure, gene flow, inbreeding, genetic
bottlenecks, dispersal, and selection intensity. The PCR is often used to reduce costs
and allow large numbers of specimens to be sampled. Large amounts of genetic vari-
ation can be sampled rapidly and inexpensively in large numbers of individuals by the
RAPD method of the PCR or by restriction enzyme digests of DNA amplified by the
PCR (RFLP-PCR) or by the AFLP-PCR method. Although technically more challenging
and expensive, techniques such as DNA fingerprinting using microsatellite DNA, hetero-
duplex analysis, or double-strand conformation polymorphism (DSCP) provide information
on genetic variation at the individual and population levels. Recently, the use of DNA
microarray (DNA chip) analysis has allowed researchers to evaluate the responses of plants
to insect attack; microarray analysis shows promise of answering other important ecological
questions.

In addition to improved molecular methods, improvements have been made in the
statistical methods and population genetics models used to analyze data. The continued
improvement in molecular techniques and analysis methods in population biology and ecol-
ogy will provide opportunities to resolve both fundamental and applied questions in insect
population ecology, population genetics, and pest management. The field has advanced to
the point where we are no longer asking, “Can we do that?” It is now relevant to question in
any molecular ecology project the “so what?” issue (Curtis 2002). Do the molecular meth-
ods solve real problems that are “not already solvable by simpler and cheaper methods”
(Curtis 2002)?

13.2. Introduction

The fields of ecology and population genetics generally employ synthetic, rather than
reductionist, research approaches. It is noteworthy that a reductionist approach to biology
(molecular genetics) is providing a new tool for resolving problems in population genetics
and ecology.

Insect ecology is the study of insects in their environment. Insect ecologists are con-
cerned with the biology of groups of insects and with the pattern of relationships between
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insects and their environment. Ecology thus is concerned with organisms, populations,
and communities in ecosystems. Insect ecology is an important component of applied
pest management programs and conservation, as well as of more fundamental value
in elucidating ecological principles. Ecology sometimes is divided into autecology and
synecology.

Autecology deals with the study of the individual or an individual species, its life history,
its behavior, and its adaptations to the environment. Synecology investigates groups of
organisms associated together as a unit (Odum 1971, Southwood 1978, Price 1997, Huffaker
and Gutierrez 1999). At present, most ecological research employing molecular genetic
techniques is autecological.

13.3. What Is Molecular Ecology?

Molecular ecology was defined by Paul Weiss (1950) to mean “the entire continuum of bio-
logical interactions between the molecular, cellular, organismal levels to the environment”
(Lambert 1995). Molecular tools provide ecologists with diverse methods for evaluating
these interactions and allow ecologists to answer questions that have been difficult to resolve
using traditional methods.

Population geneticists study how genetic principles apply to entire populations (Hartl
1981, Real 1994, Hartl and Clark 1997). One of the most striking features of insect popu-
lations is their phenotypic diversity. An underlying assumption that population geneticists
make is that this phenotypic diversity is matched by genetic diversity, and they attempt to
deal with the phenotypic and genotypic differences among individuals.

Population genetics and population ecology have been distinct disciplines, but they
have become less distinct in the past few years (Slatkin 1987, Kellenberger 1994,
Mitton 1994, Real 1994, Hoffman et al. 1995, Loxdale and Lushai 1998, Sunnucks
2000, Black et al. 2001). The molecular analysis of genes and genetic systems may
provide insights for both autecological and synecological studies because an insect’s
heredity determines its behavior and ability to survive in specific environments and
communities. Changes in genes and gene frequencies in populations over evolutionary time
are important for understanding both speciation and community structure (Hoffman et al.
1995).

The application of molecular genetic techniques to the study of insect population ecology
will play an ever more significant role as insect ecologists discover the power, and limi-
tations, of these new tools (Sunnucks 2000). Analyses could provide better understanding
of biodiversity, biosafety issues, biotype ecology and evolution, colonization processes,
conservation biology, diet analysis, dispersal, gene flow, geographical distribution, host–
parasite interactions, hybridization or introgression, insect–plant interactions, kinship,
paternity, pesticide resistance, population structure, species identity, sperm precedence,
and vector biology (Mitton 1994, Hoffmann et al. 1995, Tabachnick and Black 1995,
Schwartz et al. 1998, Rieseberg 1999, Bohonak 1999, Roderick 1996, Cavalli-Sforza 1998,
Howard and Berlocher 1998, Davies et al. 1999b, Wang and Caballero 1999, Berticat et al.
2000, ffrench-Constant et al. 2000, Sunnucks 2000, Baldwin et al. 2001, Black et al. 2001,
Hewitt 2001).

This chapter provides a survey of methods and several examples in which molecular
methods have been used to answer different kinds of population biology and ecology
problems.
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13.4. Collecting Arthropods in the Field for Analysis

The ability to collect insects from the field may be regulated by state, federal or international
regulations (Dick et al. 1993). Permits are required to collect organisms on certain federal
lands (wildlife refuges, national parks and national monuments) and many state lands.
Endangered and threatened species in the United States are regulated by the Fish and
Wildlife Service of the Department of the Interior, and permits must be obtained to collect,
possess, or transport any species on the “List of Endangered and Threatened Wildlife.”
Furthermore, the Convention on International Trade in Endangered Species of Wild Fauna
and Flora (CITES) requires collecting permits and restricts collection or importation of any
species on the international list.

Most countries limit importation of live organisms that could be harmful to crops, live-
stock, or humans. In the United States, the Plant Protection and Quarantine branch of the U.S.
Department of Agriculture, Animal and Plant Health Inspection Service must be contacted
prior to the importation and transportation of live plant pests, plant pathogens, and vectors
of plant and animal disease. The Office of Biosafety of the Centers for Disease Control reg-
ulates the importation of agents of human disease or vectors that could harbor these agents.

13.5. Molecular Ecological Methods

Proteins, nuclear DNA, mitochondrial DNA, and DNA from symbionts such as Wolbachia
can be analyzed to resolve ecological problems; each has advantages and disadvantages.
The ease of study, amount of variation that can be detected, and cost differ with each target.
Both single-copy and multiple-copy DNA sequences can be analyzed in nuclear DNA,
which allows analysis of genetic variation at the individual, population, or species level.
Mitochondrial (mt) DNA analysis provides sufficient variation for studies of individuals,
populations, or species, depending upon the region of the mitochondrion analyzed.

Potential techniques include allozyme electrophoresis, restriction fragment length poly-
morphisms (RFLPs) of mtDNA or nuclear DNA, DNA fingerprinting by analysis of
microsatellites, RAPD-PCR, heteroduplex analysis (HDA), amplified fragment length poly-
morphism (AFLP-PCR), sequencing of both nuclear and mt DNA, allele-specific PCR using
standard or Long PCR protocols, and microarray analysis. These methods were described
in Chapters 6, 7, and 8. Each varies in the time required, ease of execution, cost, and level
of genetic variability that can be detected (Table 13.1).

DNA-based methods provide a way to examine DNA directly. Which DNA-based tech-
nique should be employed in a particular project depends on the goals and the level of DNA
variation in the species of interest (Moritz et al. 1987, Mitton 1994, Roderick 1996, Loxdale
and Lushai 1998). When attempting to resolve problems involving species not analyzed
previously by that specific molecular method, it is difficult to predict whether a particular
target DNA sequence or technique will be useful. This is because insect groups differ in
the amount and type of genetic variability they contain. Thus, molecular ecology remains a
developing field that is still refining the molecular tools employed and the statistical methods
utilized for data analysis.

13.5.1. Allele-Specific PCR

Allele-specific PCR is rapid, easy, and appropriate for many population biology or ecology
studies (Arnheim et al. 1990, see Chapter 8). Allele-specific PCR requires DNA sequence
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Table 13.1. Molecular Methods That Can Be Used to Evaluate Insects in

Ecological Studies

Level of discrimination
• Type of data obtained
(gene frequencies or +Advantages

Technique base-pair changes) −Disadvantages Selected references

AFLP-PCR Detect differences in
individuals and
populations

+More reliable than
RAPD-PCR, More
user-friendly than RFLPs and
microsatellites. Samples large
amounts of genome. Sequence
information not needed

Mueller and
Wolfenbarger 1999,
see Chapter 8

−May require relatively large
amounts of clean DNA.
Requires multiple operations

Allele-specific PCR Detect single-nucleotide
differences in
individuals and
populations

+Small amounts of DNA
required. Relatively rapid and
inexpensive. Results can be
visualized by staining with
ethidium bromide/other labels

See Chapter 8;
Arnheim et al. 1990,
Innis et al. 1990,
Erlich 1989

• Gene frequency and
base-pair changes

−DNA sequence information
needed for primers, or
consensus primers. Each
reaction provides information
for only one locus

Long PCR variant • Same as above +Detects microbial DNA
mixed with insect or plant
DNA. Is 6 to 8 orders of
magnitude more sensitive than
standard PCR

Jeyaprakash and Hoy
2000, Hoy et al. 2001

−More expensive because it
uses two polymerases,
including one that corrects
errors. Care must be taken to
avoid contamination because of
increased sensitivity

DSCP;
double-strand
conformation
polymorphism

• Detect changes in
mobility of
double-stranded DNA
molecules on
polyacryamide gels

+Can use PCR products for
analysis. Rapid and
inexpensive. Can identify new
haplotypes for additional
analysis

Hagerman 1990,
Saad et al. 1994,
Atkinson and Adams
1997

−Some mutations don’t produce
changes in mobility, thus won’t
work with all PCR products.
Sequence differences can’t be
estimated. Sequencing may be
required

Microsatellites Detect differences in
individuals and
populations in tandemly
repeated units in nuclear
DNA

+High levels of variation
present in most insects

Bruford et al. 1992,
Kirby 1990,
Zane et al. 2002

continues
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continued

Level of discrimination
• Type of data obtained
(gene frequencies or +Advantages

Technique base-pair changes) −Disadvantages Selected references

• Neither gene
frequency nor base-pair
changes

−Comigrating bands may not
be identical alleles at a locus.
Relatively large amounts of
clean, high molecular weight
DNA required. Labeled probes
required. Relatively expensive
and labor intensive. Time and
effort are required to identify
repeated units

RAPD-PCR Differences in single
nucleotides in nuclear
DNA

+Useful for species with
limited genetic information.
Efficient. Relatively
inexpensive. Requires little
DNA

Hadrys et al. 1992,
Haymer 1994

• Gene frequency data −Sensitive to DNA
concentration. No genetic
information on PCR products.
Can yield nonreproducible
products. Markers are dominant
and heterozygotes may be
difficult to identify. Incorrect
scoring can occur if two
different fragments comigrate

Edwards and Hoy
1993, MacPherson
et al. 1993, Landry
et al. 1993

RFLPs Differences in single
nucleotides detected by
sequences recognized
by restriction
endonucleases in
nuclear and mtDNA

+mt DNA most often analyzed.
Standard probes are available

Aquadro et al. 1992,
Dowling et al. 1990,
Tegelstrom 1992

• Gene frequency and
changes in base pairs

−Requires large amounts of
DNA. Usually requires
radiolabeled probes. Single
locus or several loci only
analyzed. Relatively expensive
and technically demanding

White and Densmore
1992

PCR-RFLPs Differences in single
nucleotide sequences in
nuclear and mtDNA
recognized by the
specific restriction
enzyme used

+Requires only a small amount
of DNA. Can be visualized with
EtBr. Less expensive and more
sensitive than standard RFLPs

Karl and Avise 1993

• Gene frequency data −Specific primers required.
Two separate procedures are
required, making it more time
consuming and expensive than
allele-specific PCR

continues
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Table 13.1. Continued

Level of discrimination
• Type of data obtained
(gene frequencies or +Advantages

Technique base-pair changes) −Disadvantages Selected references

Protein
electrophoresis

Detect changes in
charged amino acids

+Inexpensive. Many protocols
available. Produces codominant
Mendelian characters of
enzymes important in
physiology

May 1992,
Pasteur et al. 1988,
Murphy et al. 1990

• Gene frequency data −Less sensitive than DNA tests.
Number of tests that can be
performed may be limited in
small insects. Proteins subject to
environmental influences

Sequencing
PCR-amplified DNA

Differences in single
nucleotides of nuclear
and mtDNA including
coding and noncoding
regions

+Relatively small amounts of
DNA needed. High resolution
possible. Some universal PCR
primers available

Hoelzel and Green
1992

• Gene frequency and
changes in base pairs

−Time consuming and
expensive. Relatively small
portion of genome can be
sampled. Technically more
demanding than other methods.
Not often used when large
numbers of insects must be
screened due to cost

data so that primers can be developed (see Chapter 8), although some primers for ribosomal
and mtDNA can be used on many species (Table 13.1).

Ecologists have long wanted to know who is eating whom in the environment. Allele-
specific PCR is being investigated as a new tool to evaluate the diets of predators (Agusti
et al. 1999, Zaidi et al. 1999, Hoogendorn and Heimpel 2001). Persistence time of prey
DNA in the gut, size of target DNA sequences, and the abundance (single-copy versus
multiple-copy genes) of prey DNA in predator guts vary by species and by temperature
(which affects the digestion rate). This new application of allele-specific PCR will have
to be developed for each predator–prey system, making validation of gut analyses time
consuming.

A variation of allele-specific PCR, Long PCR, was described in Chapter 8. Because two
DNA polymerases are used (one of which has the ability to proofread and correct errors in
incorporation), Long PCR allows microbial DNA to be detected even when it is mixed with
insect or plant DNA. Long PCR is especially useful for detecting low titers of Wolbachia
DNA or of DNA from plant pathogens within insects (Jeyaprakash and Hoy 2000, Hoy
et al. 2001).

13.5.2. Allozymes (Protein Electrophoresis)

Allozymes have been used to analyze mating systems (random versus assortative mating),
inbreeding, genetic drift, hybridization, effective population size, degree of genetic
differentiation among populations, and migration. Extensive protein (allozyme) variation
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has been found in some natural insect populations. Exceptions often include haplo-diploid
Hymenoptera and clonal organisms such as aphids (Crozier 1977, Lester and Selander
1979). Even for other insects, however, allozyme studies may underestimate the amount
of variation, detecting only about 30% of the actual genetic diversity as determined by
DNA-based methods.

Protein electrophoresis is one of the most cost-effective techniques available and is rela-
tively easy to perform. For example, allozyme variability was used to identify Japan as the
likely origin of the mosquito Aedes albopictus that recently colonized the United States and
Brazil (Kambhampati et al. 1991). Allozymes also were used to demonstrate genetic dif-
ferentiation between sympatrically occurring hawthorn and apple populations of the apple
maggot fly Rhagoletis pomonella (Feder et al. 1988). Unfortunately, protein electrophoresis
may not detect sufficient variation to answer some questions, and the number of analyses
that can be performed with very small insects may be limited because of inadequate amounts
of proteins (Table 13.1). Proteins are less stable than DNA and thus may be more sensitive
to handling and storage problems.

13.5.3. Amplified Fragment Length Polymorphisms (AFLP-PCR)

AFLP is a PCR-based method to develop large numbers of markers for population analyses
(Mueller and Wolfenbarger 1999; see also Chapter 8). AFLP-PCR is a relatively inexpensive
and reliable method of identifying hundreds of genetic markers without requiring sequence
information to develop primers. The main disadvantage is the difficulty in identifying
homologous markers, which makes it less useful for studies in which it is important to
identify heterozygous individuals. As with RAPD-PCR and microsatellite analyses, AFLP-
PCR screens many different regions of the genome. AFLP markers have been useful for
assessing genetic differences among individuals, populations, and species (Mueller and
Wolfenbarger 1999). AFLP markers are thought to be more easily replicated than RAPD-
PCR, although AFLP-PCR is more difficult to use and develop (Table 13.1).

13.5.4. Double-Strand Conformation Polymorphism (DSCP)

DSCPis used to detect single base changes in DNAs. DSCPis detected by differences in elec-
trophoretic mobility in nondenaturing acrylamide gels of double-stranded DNA (Hagerman
1990, Saad et al. 1994, Atkinson and Adams 1997). Single base changes in the DNA may
alter the curvature of the helical axis of double-stranded DNA, which could lead to changes
in electrophoretic mobility. Not all mutations affect DNA curving, so some are undetected
by this approach (Table 13.1).

DSCP markers could provide markers for species determination, kinship, and paternity
analysis, as well as other aspects of population genetics that require variation from a rapidly
evolving region of DNA. For example, Atkinson and Adams (1997) analyzed the mitochon-
drial control region of the termite Nasutitermes corniger by DSCP using PCR products and
discovered highly variable markers for population studies. Higher levels of polymorphism
were found by DSCP than by RFLP analysis. The DSCP data suggested that some termite
colonies contained unrelated queens, each of which produced workers.

13.5.5. Heteroduplex Analysis (HDA)

Heteroduplex analysis combines some of the advantages of allele-specific PCR and RFLP
methods with the advantage of direct sequence analysis to detect new alleles (Tang and
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Unnasch 1997). This method originally was used to identify virus isolates or detect
immune genotypes in humans. HDA detects changes in mobility on an electrophore-
sis gel of heteroduplex products formed between the strands of a probe DNA and a
test DNA molecule. The number and type of mismatched bases within a given HDA
determines the conformation and mobility of the DNA duplex during electrophoresis.
HDA is sufficiently sensitive to detect single base changes in fragments up to 500 bp
long.

HDA involves obtaining PCR products from the probe DNA and test DNA. The DNAs
are mixed, then denatured by heating; heteroduplex and homoduplex products are formed
during the cooling of the sample to room temperature. This results in four products: the
probe and sample DNA because the probe and sample strands reanneal to themselves
(homoduplexes); and two heteroduplex products, each comprising one strand from the
probe and one from the test DNA. These homo- and heteroduplex DNAs are separated by
polyacrylamide gel electrophoresis, and the separated products are detected by ethidium
bromide staining. The relative amount of retardation of the heteroduplex products compared
to the homoduplexes reflects the number and type of mismatched nucleotides between the
probe and test DNA. This allows new alleles to be detected, which can be further analyzed
by sequencing to determine their relationship to previously identified sequences. HDA is
sufficiently rapid that multiple individuals can be screened, allowing one to determine the
allele frequency in the population.

Tang and Unnasch (1997) suggested HDA be applied to understanding medically impor-
tant vectors of disease. They argue that HDA is simple, rapid, inexpensive, and capable
of detecting small differences among DNA sequences. Disadvantages to HDA include the
difficulty of measuring differences in the mobility of the sequences on the gels; such dif-
ferences are only a rough estimate of the relative genetic distance between two sequences.
Furthermore, some changes may yield a bend in the DNA molecule, resulting in a dispro-
portionate change in gel mobility. Further analysis of this method will resolve its value for
molecular ecology.

13.5.6. Microarrays

DNA microarrays (also known as gene chips, genome chips, and gene arrays) are a new
technology that began to be used in the mid-1990s to analyze genome-wide patterns of
gene expression within and among species (Gibson 2002, see also Chapter 7). Initial appli-
cations of microarrays involved gene discovery, disease diagnosis, drug discovery, and
toxicological analyses comparing tissues or cells. However, this technology eventually
may provide a new ecological tool by allowing entomologists to move beyond the one
gene–one experiment situation.

Two basic types of microarrays are in use: in cDNAmicroarrays, small amounts of cDNAs
are deposited at high density in spots on a glass slide or filter substrate. These cDNAs are
hybridized to fluorescently labeled cDNA derived from two different RNA sources, and
the ratio of the two signals at each spot reflects the relative levels of transcript abundance.
The ratio is determined by the fluorescent colors obtained. The second type uses up to
20 microsquares of 25-mer oligonucleotides per gene, including perfect and mismatch pairs
that will hybridize specifically or nonspecifically to a different part of the same transcript.
Each square yields a different fluorescence intensity measure reflecting differences in GC
content and folding of the RNA. In this case, the gene expression estimate is compared with
measures from other chips (Mount 2001).
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Microarrays allow the researcher to measure the relative quantities of specific mRNAs
in two or more samples for thousands of genes simultaneously. When a sample containing
bits of fluorescently labeled cDNA is added to the chip containing spotted samples of
DNA or cDNA, the labeled samples (for example, one may be labeled green and one red)
will anneal to the DNA on the chip that has complementary sequences. The chip contains
known DNA sequences in a specific array. After complementary base pairing, the chip can
be scanned and the colors will tell you which genes have hybridized with the sample DNA
by complementary base pairing. Intermediate colors indicate those genes that were active in
both samples. When one sample contains cDNA but the other sample does not, the sample
will fluoresce either red or green. If the same genes are turned on in both insects, both red and
green dyes will be present on the microarray “dot” and appear as yellow (Figure 13.1). Thus,
DNA microarrays can provide information on the transcriptional changes (transcriptomics)
that occur in specific cells, tissues, or whole organisms under specific conditions.

DNA microarrays provide a new way to analyze ecological interactions between plants
and arthropod pests. For example, microarrays were used to assess the multiple tran-
scriptional changes that occur after plants are attacked by insects (see the case study on
insect–plant interactions described below). DNA microarrays might be useful for other
ecological analyses. For example, scientists could use microarrays to evaluate the major
events that occur during parasitism of insects by pathogens or nematodes or to evaluate
the role of symbionts. Once the complete genomes of several strains of Wolbachia have
been sequenced, microarrays could be used to learn more about the effects of Wolbachia
on their hosts. DNA microarrays also might be applied to DNA profiling to characterize
genetic differences among biotypes or closely related species (Gibson 2002). Limitations
to the application of microarrays to ecological problems currently include their perceived
expense and the unavailability of microarrays (Gibson 2002). As with DNA sequencing,
however, the cost of microarrays is declining rapidly as more core facilities are devoted to
this technology and as more genomes are sequenced.

Analysis of microarray data must deal with the challenge of comprehending and inter-
preting the resulting massive amounts of data. As with any new technology, quality control
and adequate statistical methods must be developed and employed (Kerr and Churchill
2001a,b, Quackenbush 2001).

13.5.7. Microsatellites

DNA fingerprinting may involve the use of “microsatellite” or “minisatellite” sequences,
which consist of arrays of up to several hundred simple sequence repeats (SSRs). In
arthropods, these repeats most often consist of repeats of dinucleotides (AC, AT, AG), trinu-
cleotides (AGC, AAC, AAT) or tetranucleotides (ACAT, AAAT, AAAC) (Toth et al. 2000).
Microsatellites typically are scattered throughout the chromosomes of most organisms
(Bruford et al. 1992, Estoup et al. 1993, Ashley and Dow 1994, Toth et al. 2000). Microsatel-
lites are found both in protein-coding and noncoding regions. Microsatellites mutate at a
high rate and are thought to play a significant role in genome evolution by creating and main-
taining quantitative genetic variation (Kashi et al. 1997). For example, when microsatellites
are found in promoter regions, they could influence transcriptional activity. The length of
microsatellites could also affect protein–protein interactions during transcription.

Two models have been proposed to account for the high mutation rate in microsatellites.
The first model, DNA polymerase slippage, assumes that replicating DNA strands tran-
siently disassociate and then reassociate in a misaligned form, which will result in length



Figure 13.1. In some microarray experiments, cDNAs copied from the messenger RNAs of two different insects (A and B) are each labeled with a different colored
fluorescent dye. The labeled DNAs are then combined in equal proportions and used as probes to hybridize with known DNA or RNA sequences on the
microarray. After hybridization, the microarray is scanned, and the colors and their relative intensities are recorded. If, for example, DNA from insect A is
labeled with red and DNA from insect B is labeled with green, when equal amounts of A and B DNAs are applied to the array the resulting color patterns
indicate which genes are active in insect A and B. A red dot will indicate high levels of expression of the corresponding gene on the microarray in insect A
(and no expression in insect B); a green dot in that area indicates high levels of expression of that gene in insect B (and no expression in insect A). If the same
gene is equally active in both insects A and B, then the color will a blend of red + green, or yellow. If the mRNAs are present in a ratio other than 1:1, then
other shades will be seen. [The dots on the right side of the illustration are shown in shades of gray here, but normally would be in color.]
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and sequence variations. The second model involves unequal recombination to produce
mutations in microsatellites. Understanding the evolution of microsatellites is considered
important in using them for ecological analyses.

Microsatellite analysis results in a pattern of DNA bands on gels that resemble “bar
codes” used to identify items in stores. DNA fingerprinting can be used to evaluate DNA
variability at the individual and population level and was first conducted on humans and
other vertebrates (Jeffreys 1987). The banding patterns produced often are specific to a
particular individual (except for monozygotic twins), are inherited in a Mendelian manner,
and are generally stable within an individual. Polymorphisms are visualized by hybridizing
a labeled probe to genomic DNA that has been cut with a restriction enzyme and separated
into bands on a gel by electrophoresis.

Microsatellite markers can identify individual insects or their progeny, evaluate kinship,
resolve whether a mating has been successful, and reveal differentiation among closely
related populations in the field (Burke 1989, Wang et al. 1999). Microsatellites could be
useful in monitoring establishment and dispersal of specific biotypes, including those with
low levels of protein variation such as parthenogenetic aphids or hymenopteran parasitoids
(Table 13.1). Analysis of microsatellites has become a popular method for identifying high
levels of genetic variability.

Unfortunately, microsatellite sequences differ in different organisms, even in closely
related species. This means that microsatellite sequence data usually must be obtained for
each species under study, making microsatellites relatively time consuming and expensive
to develop. Furthermore, different taxonomic groups may exhibit differences in the ease
with which microsatellites can be isolated (Neve and Meglecz 2000). For example, there
were only five microsatellite studies published on Lepidoptera between 1997 and 1999,
but 47 were published on Hymenoptera (Neve and Meglecz 2000); it is not clear whether
equal efforts were expended or whether the disparity represents true differences in ease of
isolation.

A variety of methods have been developed for isolating microsatellites (Table 13.2).
Zane et al. (2002) review the methods and suggest a “fast and easy protocol which is a
combination of different published methods.” Their goal is to “provide a well established
universal protocol,” but they recognize that “completely new approaches [may] become
available due to a better knowledge of microsatellite evolution combined with new technical
advances.” At present, a careful evaluation of the experimental strategy has to be carried
out for each experiment (Zane et al. 2002).

Statistical issues associated with analysis of microsatellite markers were reviewed by
Goodman (1997), Cornuet et al. (1999), Luikart and England (1999) and Balloux and
Lugon-Moulin (2002).

13.5.8. RFLP Analysis

RFLP analysis can be used to analyze variation in both mtDNA and nuclear DNA (Table
13.1). Depending on which restriction enzymes are used and target sequences analyzed,
extensive variation can be discerned. However, RFLP analyses require relatively large
amounts of very clean DNA (which may not be obtainable from single individuals of small
insects). The DNA must be digested, electrophoresed, blotted, and probed to detect the
variation. Probes must be developed, either as consensus sequences from other species,
or after cloning and sequencing species-specific DNA. Working with large numbers of
individual insects is relatively time-consuming and expensive (Table 13.1).
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Table 13.2. Selected Sequences and Databases Relevant to Insect Molecular Ecology

Primer or database type Reference(s)a

Insect genomes
D. melanogaster Fly Base FlyBase Consortium 2002,

Gilbert 2002
Anopheles gambiae Mosquito Genomics Web site http://klab.agsci.colostate.edu
Apis mellifera Expressed sequence tags Whitfield et al. 2002,

http://keckl.biotec.uiuc.edu/bee/
honeybee_project.htm

Microarrays Overview of methods and data
analysis

Quackenbush 2001, Gibson 2002,
www.gene-chips.com

Microsatellites Overview of methods and analysis Estoup and Angers 1998,
Toth et al. 2000, Zane et al. 2002

Mitochondrial DNA MitBASE Attimonelli et al. 2000
AMmtDB Lanave et al. 2002
Variable number of tandem repeats

in mtDNA
Lunt et al. 1998

Lepidopteran control region Taylor et al. 1993
PCR of long sections in 14 orders Roehrdanz and DeGrugillier 1998
12S rRNA Hickson et al. 1996
Complete sequences of 16+

insect and tick species
ncbi.nim.nih.gov:entrez

PCR primers Simon et al. 1994
Alignments of mitochondria from

13 insect orders
Buckley et al. 2000

RAPD-PCR Effective 10-mer primers in insects
reviewed

Hadrys et al. 1992, Haymer 1994

Ribosomal
5S rRNA 5S rRNA Cullings and Vogler 1998, Szymanski

et al. 2002
rRNA Small-subunit rRNA Wuyts et al. 2002

aA review of databases is published each January by the journal Nucleic Acids Research; search the most recent
issue for updated locations and new databases. Also search the National Center for Biotechnology Information
(NCBI) Web site for a variety of databases and data analysis methods (www.ncbi.nlm.nih.gov).

13.5.9. PCR-RFLP

A modification of RFLP analysis, called PCR-RFLP, eliminates many of the disadvantages
of traditional RFLP analysis (Karl and Avise 1993, Table 13.1). If no probe is available,
a genomic DNA library can constructed and clones isolated and sequenced. Alternatively,
degenerate primers can be designed and the PCR products cloned and sequenced. Once
sequences are available, allele-specific PCR primers can be designed. Subsequently, nuclear
DNA is amplified by the PCR using these primers and the PCR product is digested with
appropriate restriction enzymes. The cut DNAis visualized after electrophoresis by staining
with ethidium bromide.

The advantage of PCR-RFLP is that DNA extracted from a single individual is sufficient
(after PCR amplification) to provide bands that can be visualized. PCR-RFLP makes RFLP
analysis suitable for studying individual specimens of very small species, requires no labeled
probes, and is faster and less expensive than standard RFLP analysis. If consensus primers
are available, then cloning is not required. For example, Simon et al. (1993) analyzed
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mtDNA in 13- and 17-year periodical cicadas using standard primers for the COII-A6-
A8-COIII segment (Simon et al. 1991). A disadvantage to PCR-RFLP is that the method
requires two procedures and thus is more time consuming and expensive than allele-specific
PCR.

13.5.10. RAPD-PCR

Hadrys et al. (1992) noted that RAPD-PCR is one of the most versatile methods available for
molecular ecology because it can be used to determine biotypes or species identity, assess
kinship, and analyze paternity. It can estimate genetic variation within populations and can
be used to monitor colonization. RAPD-PCR is suitable for studying insects for which very
little genetic information is available, requires only very small amounts of DNA, and can
be used with very small insects. It is rapid and relatively inexpensive when compared to
RFLP analysis, DNA sequencing, PCR-RFLP, DSCP, microsatellite, or microarray analysis
(Table 13.1; see also Chapter 8).

Because RAPD-PCR uses short primers of arbitrary sequence (10-mers), it does not
require the investigator to know the sequences of specific genes in order to develop primers
for PCR. Haymer (1994) evaluated the sequences of various RAPD primers used on insects
and listed 55 that had been particularly informative. RAPD-PCR primers sample both single-
copy and repetitive DNA. Although the repeatability and reliability of RAPD-PCR can be
problematic if care is not exercised, RAPD-PCR can provide inexpensive, repeatable, and
useful data for some purposes (Penner et al. 1993, Edwards and Hoy 1993, MacPherson
et al. 1993).

RAPD-PCR was used to analyze the amount of genetic variation in the parasitoids Trioxys
pallidus and Diglyphus begini (Figure 13.2). DNAfrom individual T. pallidus was amplified
using 120 different primers (Edwards and Hoy 1993). Of the 120 primers tested, 92 produced
a total of 342 scorable bands, of which 118 exhibited presence/absence polymorphisms.
D. begini was evaluated with 25 primers, and 17 produced a total of 51 scorable bands.
The level of genetic variation detected was greater than any found in Hymenoptera using
allozymes (Menken 1991, Packer and Owen 1992) and comparable to the amount of vari-
ation detectable with RFLPs. The bands considered “reliable” were inherited as dominant
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Figure 13.2. RAPD-PCR banding patterns obtained from individual Trioxys pallidus male wasps (lanes
2–5) and individual Diglyphus begini males (lanes 6–8) provide clear species differences.
Size standards are in lane 1 for reference. (Photograph provided by O. R. Edwards.)
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Mendelian traits (Figure 13.2). Because only small amounts of DNA are used for each
RAPD reaction, multiple reactions can be conducted using the DNA from a single individ-
ual (Edwards and Hoy 1993, 1995). RAPD-PCR can be used to analyze population structure
and gene flow and to monitor establishment and dispersal of particular biotypes (Hadrys
et al. 1993, Black et al. 1992, Kambhampati et al. 1992, Edwards and Hoy 1995).

RAPD-PCR has drawbacks. RAPD bands are inherited as dominant traits in diplo-
diploid species, and thus heterozygotes normally cannot be identified. In the haplo-diploid
Hymenoptera, this difficulty is overcome by performing the analysis on haploid males only,
or by testing the genotype of females by testing her male progeny (Edwards and Hoy 1993).
RAPD-PCR conditions should be optimized for each species (Hadrys et al. 1992). Reliable
bands must be identified by repeating reactions to determine which bands are consistent.
RAPD-PCR is sensitive to the concentration of template DNA in the reaction, so reaction
conditions must be optimized carefully and DNA extraction techniques must be consistent
(Edwards and Hoy 1993). Primer quality is critical; fresh, undegraded primers should be
used.

13.5.11. Sequencing

Sequencing provides large amounts of information about mtDNA and nuclear DNA.
However, sequencing, because of time and economic constraints, can sample only a tiny
fraction of the total genome. Also, despite reduction in the cost of sequencing, sequenc-
ing remains more expensive and time consuming than PCR-based methods. Sequencing
of DNA amplified by allele-specific PCR requires information about sequences in order to
develop appropriate primers. Sequencing has been used infrequently for large-scale pop-
ulation studies because of cost (Table 13.1) but is a useful tool for the other techniques
such as developing allele-specific primers for the PCR. See Chapter 12 for methods of
sequence analysis and the J. Felsenstein Web site for a variety of data analysis computer
programs (www@evolution.genetics.washington.edu); Mount (2001) and Gibson (2002)
provide detailed information for novices.

13.6. Analysis of Molecular Data

Molecular ecology is a developing and rapidly changing field of study (Ferraris and
Palumbi 1996, Symondson and Liddell 1996), but is not yet quite mature. Methods of
analyzing molecular population data are still being developed and improved. For reviews
and overviews of methods, see Weir and Cockerham (1984), Slatkin and Barton (1989),
Doolittle (1990), Lynch and Crease (1990), Weir (1990), Hoelzel and Dover (1991), Hoelzel
and Bancroft (1992), Ferraris and Palumbi (1996), Bossart and Pashley Prowell (1998),
Estoup and Angers (1998), Howard and Berlocher (1998), Rieseberg (1998), Schnabel
et al. (1998), Templeton (1998), Davies et al. (1999a,b), Bohonak (1999), Cornuet et al.
(1999), Goodnight and Queller (1999), Schwartz et al. (1998), Black et al. (2001), and
Hewitt (2001). Computer software packages for molecular population genetic analyses are
available from several sources (for example, Rozas and Rozas 1997, and the Felsenstein
Web site: www@evolution.genetics.washington.edu/pub).

A variety of analyses can be conducted on molecular data to estimate parameters such
as genetic diversity (heterozygosity and proportion of polymorphic loci), interpopulation
diversity, genetic distance, effective population size, kinship, paternity, and the effect of
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migration on population diversity, as described below. Fundamentally, molecular techniques
produce one of two types of data: sequence data or allele frequency data (Table 13.1). Details
of the statistical methods used are beyond the scope of this chapter. However, the references
just cited can provide an entry to the extensive and growing literature.

13.6.1. Allozymes

The visualization and interpretation of allozyme data was reviewed by Pasteur et al. (1988)
and May (1992). Allozyme data can be used to obtain gene frequencies (Hoelzel and
Bancroft 1992).

p = (2NAA + NAa)/2N and q = (2Naa + NAa)/2N

where p is the frequency of the A allele, q is the frequency of the a allele, N is the total
number of individuals in the sample, and NAA, Naa, and NAa are the number of individuals
with AA, aa, and Aa genotypes, respectively. According to the Hardy–Weinberg rule, the
proportion of AA individuals should be p2, the proportion of aa individuals should be q2,
and the proportion of heterozygotes should be 2pq in an ideal population (infinitely large
random-mating population) in which there is no selection, migration, or mutation. Such a
population is in Hardy–Weinberg equilibrium.

Polymorphism (P ) and heterozygosity (H ) can be calculated for allozyme data (Hoelzel
and Bancroft 1992). P is the proportion of polymorphic loci, and H is the proportion of
heterozygous loci. When the population is in Hardy–Weinberg equilibrium, heterozygosity
can be calculated from allele frequencies at a given locus by:

h = 1 −
∑

x2
i

where x2
i is the frequency of the ith allele at a given locus. The proportion of heterozygous

individuals (H ) is the average heterozygosity for all loci studied, so it is calculated as the
mean of h over all loci.

Genetic distance between populations can be calculated using allozyme data. Most
analyses of genetic distance assume that molecular genetic changes are accumulating grad-
ually at a constant rate and that most changes are selectively neutral. This suggests that
the genetic changes can be used to estimate the time of genetic differentiation within and
between populations. When DNA variation is measured directly, the statistical analyses
assume: 1) nucleotides are randomly distributed in the genome, 2) variation arises by base
substitution, 3) substitution rates are the same for all nucleotides, and 4) all relevant bands or
fragments can be detected and bands that comigrate but are different are not scored as identi-
cal (Hoelzel and Bancroft 1992). Although the first three assumptions usually are not valid,
it is thought that small deviations from them will not alter the conclusions significantly.

The most commonly used method for analyzing genetic distance in populations by protein
polymorphisms is that of Nei (1972). In two populations, X and Y, the probability that two
randomly chosen genes at a single locus ( jk) are identical is:

jx =
∑

x2
i and jy =

∑
y2
i

where xi and yi are the frequencies of the ith alleles at a given locus in populations X and
Y, respectively. If there are two alleles at this locus with frequencies p and q, then

j = p2 + q2
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The probability that a gene is identical at the same locus in populations X and Y is

jxy =
∑

xiyi

The normalized identity (I) between populations X and Y for all loci is:

I = JXY /(JxJy)
1/2

where JXY , Jx , and Jy are the arithmetic means of jxy , jx , and jy , respectively, over all loci.
Nei’s standard genetic distance (D) between populations X and Y is then:

D = − ln(I )

where the natural logarithm (ln) of I is taken to give a value that is 0.0 for genotypes that
are completely dissimilar. The relationship between D and time (t) is:

t = 0.5aD

where a is the average rate of detectable change per locus per year.
Interpopulation diversity using allozyme data are usually measured using the coefficient

of gene differentiation (GST). GST is derived by estimating the average similarity within
and between populations. GST is an extension of Wright’s correlation (FST) between two
gametes drawn at random from each subpopulation. The coefficient of differentiation is:

GST = (HT − HS)/HT

where HS is the average gene diversity within populations, and HT is the interpopulation
gene diversity.

13.6.2. Microsatellites

Microsatellites can identify multiple loci or single loci in individuals (Zane et al. 2002).
Multiple-locus DNA fingerprinting uses satellite sequences scattered throughout the chro-
mosomes to produce a series of bands that are often specific to an individual insect.
Microsatellites may detect so much variation within populations that it is difficult to ana-
lyze them unless inbreeding has occurred in the population under study so that some of
the variability has been lost. DNA fingerprinting using microsatellites can be done with the
PCR using specific or consensus primers (Kirby 1990).

Population estimates of allele and genotype frequencies can be tested for correspondence
to Hardy–Weinberg equilibrium conditions (Bruford et al. 1992), and genetic differentiation
can be calculated from microsatellite data (Goodman 1997, Goodman and Queller 1999).
The high level of variation detected by satellite data makes it feasible to test for paternity
and to conduct studies of variability within both sexual and clonal populations (Brookfield
1992). Variation and genetic distance also can be calculated (Hoelzel and Bancroft 1992).
Single-locus DNA fingerprinting is easier to analyze because there are fewer bands, but
advances are being made in analysis of multiple microsatellite loci (Estoup and Angers
1998).
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13.6.3. RAPD-PCR

RAPD-PCR bands are considered as dominant loci in diplo-diploid organisms, and scored
as present or absent (Hadrys et al. 1992). Kambhampati et al. (1992) discussed appropriate
statistical methods for analysis of data. It appears that RAPD-PCR loci can be used to deter-
mine paternity, kinship, and hybridization, as well as to estimate population heterozygosity
and effective population size, identify biotypes and cryptic species, and measure genetic
distance between populations and interpopulation diversity (Table 13.2).

13.6.4. RFLPs

Visualization and interpretation of RFLP data were described by Aquadro et al. (1992) and
Dowling et al. (1990). Restriction patterns can be compared either by the lengths of the
fragments or by comparing actual restriction sites. Restriction patterns can be classified as
haplotypes, and a measure of diversity can be derived as a function of the frequency of
the different haplotypes (Hoelzel and Bancroft 1992). The term haplotype is a contraction
of haploid and genotype and describes the combination of linked alleles in a cluster of
related genes. Likewise, genetic distance is measured as an estimate of the number of base
substitutions per nucleotide separating the two populations. Interpopulation diversity (GST)
can be estimated in a manner similar to that for allozyme data, but gene identities must be
estimated from RFLP patterns. RFLP data also can be analyzed as changes in base pairs if
the assumption is made that each change in restriction pattern is caused by a change in a
single base pair.

13.6.5. Sequencing

DNA sequence data are analyzed by computer programs to determine the best alignment
(Doolittle 1990, Gribskov and Devereux 1991, Gibson and Muse 2002). The identity of
two sequences is compared on the percentage of shared bases. Deletions and insertions are
usually scored as a single change regardless of length (Hoelzel and Bancroft 1992). As with
proteins or RFLP data, nucleotide diversity, genetic distance, and interpopulation diversity
can be estimated (Hoelzel and Bancroft 1992). See also Chapter 12 for details on DNA
sequence analysis methods.

13.7. Case Studies in Molecular Ecology and
Population Biology

An extensive and growing literature published in a variety of journals and books makes
it impossible to provide a comprehensive overview of the effect that molecular methods
are having on theoretical and applied insect ecology. Thus, several case studies will be
presented to illustrate applications of several different molecular tools and their statistical
methods.

13.7.1. Genetic Variability in the Fall Armyworm

The fall armyworm, Spodoptera frugiperda, is a polyphagous lepidopteran “species” that
attacks more than 60 varieties of plants, particularly corn and bermuda grass. This migra-
tory pest overwinters in southern Florida, southern Texas, and the Caribbean, but disperses
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north during the late spring and early summer. The fall armyworm has exhibited anoma-
lous differences in tolerance to pesticides and other life-history traits that are important in
pest management practices. It appears that it is, in fact, undergoing “incipient speciation”
(Pashley 1986).

The undetected presence of cryptic species can have practical significance for pest man-
agement programs. Pashley (1986) showed that the two “species” are each associated with
different host plants: one with rice and bermuda grass and the other with corn. The two
occur sympatrically, exhibit a high level of reproductive isolation, and are physiologically
adapted to the different host plants; the physiological differences are genetically based
(Pashley 1988).

Allozyme and RFLP analysis of mtDNA indicated the two types could be distinguished
and that there is a near absence of gene flow (Pashley 1989). Lu et al. (1992) reported RFLP
differences in genomic DNA in the two types after analyzing six colonies with 22 different
markers. Lu et al. (1994) also found that repeated DNA sequences (microsatellites) in the
two populations differed. The extent to which the sympatric populations of rice and corn
strains of S. frugiperda interbreed is problematic (Pashley 1986). Some data suggest there
is a unidirectional behavioral barrier to interstrain mating, but other data do not support this
(see review by McMichael and Pashley Prowell 1999).

To answer whether these populations interbreed, several different molecular markers were
used because allozymes and mtDNA and nuclear DNA markers did not provide sufficient
resolving power to discriminate between the alternative hypotheses: low frequencies of
hybridization versus expected genetic overlap between two closely related populations.
AFLP-PCR was evaluated to determine if this tool might uncover unique genetic markers
in each of the two populations, which would allow hybridization to be detected more readily.

McMichael and Pashley Prowell (1999) used ten AFLP markers to compare the two
populations of S. frugiperda. The AFLP data identified two populations that matched up
with the majority of individuals from one or the other of the host-associated strains, as
defined by habitat and mtDNA. Unfortunately, not all individuals could be assigned to the
“rice” or “corn” populations. To date,

no pair of markers shows complete congruence with each other or host of origin. In other words,
allozyme or mtDNA genotypes characterizing one strain can occur in individuals collected on the
other strain’s host. Individuals on a single host can contain an allozyme genotype characteristic of
one strain but a mtDNA genotype of the other (McMichael and Pashley Prowell 1999).

These results cannot discriminate between the alternative hypotheses: sharing of alleles
because the variability in the common ancestor of the two strains did not become fixed
during their divergence, or interstrain hybridization. Thus, the goal to identify diagnostic,
and unique, AFLP markers failed, and McMichael and Pashley Prowell (1999) concluded
that future studies, in which AFLP data are combined with mitochondrial markers and
allozymes, might resolve the hybridization question.

The molecular data, in combination with other data, clearly have shown that the two
populations are different and explain a longstanding concern of practical pest management
importance. Whether these populations are called species, incipient species, or host races
is a judgment call that is based on whether the scientist is a “splitter” or a “lumper.”

AFLP genotyping or fingerprinting is emerging as a useful tool for assessing genetic
diversity, relatedness, population structure, and phylogenetic relationships (Mueller and
Wolfenbarger 1999). Mueller and Wolfenbarger (1999) noted that AFLPs can be more
reliable than RAPD markers, can be more user-friendly than RFLPs and microsatellites,



13.7. Case Studies in Molecular Ecology and Population Biology 419

and, although not a panacea for molecular ecology, will probably replace several techniques
in population genetics, fingerprinting, and systematics studies.

13.7.2. Population Isolation and Introgression in Periodical Cicadas

Molecular markers have been used to resolve the evolutionary origins of species of peri-
odical cicadas (Magicicada). The biology, ecology, and evolution of periodical cicadas are
complex and unusual (see Marshall 2001 for a review). Periodical cicadas feed underground
on roots in the deciduous forests of the eastern United States for either 13 or 17 years and
emerge in very large numbers as adults to mate and deposit eggs nearly every year in some
part of the range. The immense populations, sometimes as large as 1.5 million individuals
per acre, that emerge in the same year are called broods. This synchronized emergence may
have evolved because the large numbers allow most of the individuals to escape predation
at a particular location and the long life cycles may prevent predator populations from
synchronizing with the local emergences.

In the Mississippi Valley and southern United States, the life cycle of three Magicicada
species is 13 years, whereas it is 17 years for three species in the north and west. Each
species appears most closely related to another with the alternative life cycle, so that there
are “species pairs” (13 paired with 17). This pattern suggests that speciation in Magici-
cada may involve a combination of geographic isolation and life-cycle changes that create
reproductive isolation by changes in emergence patterns.

Thirteen of the possible 17 broods of the 17-year cicada M. septemdecim and three of
the possible 13 broods of the 13-year cicada M. tredecim have been identified, and their
emergence patterns have been identified and monitored (Marshall 2001). Although most
broods emerge as scheduled, small numbers of a brood may emerge “out of step” with their
cohort, which has created problems in understanding the species status of some broods.
Some portions of 17-year broods appear to have accelerated their emergence by 4 years in
certain sites, and both 13- and 17-year broods may emerge in the same geographic region.
The reason for the 13- and 17-year cycles may be because the life cycle of the 17-year cicada
includes a 4-year inhibition (diapause) of early nymphal growth. It was suggested that if this
inhibition were eliminated, the 17-year brood could emerge after only 13 years. Because it
appears that a single gene controls this aspect of the life cycle, a relatively simple genetic
change could have a large effect. An alternative hypothesis for the change in brood duration
is that a 17- and 13-year brood emerged together in 1868 in Illinois and “hybridized,” which
resulted in a population that subsequently emerged every 13 years.

Were the cicadas newly emerging after 13 years derived by hybridization or by loss of
a 4-year diapause? To resolve this intriguing evolutionary and ecological question, Martin
and Simon (1988) analyzed the abdominal sternite color, the frequency of allozyme poly-
morphisms, and mtDNA of the “hybrid” Illinois population. The data indicated that mtDNA
in the 13-year Illinois brood is like that in the adjacent 17-year brood and distinct from that
of the neighboring 13-year brood. The new brood is like the 17-year brood in abdominal
color and frequency of PGM (protein) polymorphism. These results are consistent with
the hypothesis that the two populations hybridized and that the 13-year life cycle trait is
dominant.

Nevertheless, Martin and Simon (1988) rejected the hybridization hypothesis. They
pointed out that most cases of hybridization involve narrow zones in which the species
come into contact, yet this new periodical cicada population occurs over a large area.
They also noted that the complete elimination of one of the mtDNA genotypes throughout
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the entire region would require extremely strong selection because there have been only
eight generations since 1868 upon which selection could have occurred. Furthermore, if
hybridization occurred, intermediate phenotypes should have occurred, but did not. As a
result, the findings were interpreted as evidence for a widespread life-cycle switch, without
hybridization, in which a large number of 17-year cicadas (M. septemdecim) underwent
a 4-year acceleration in development to become 13-year cicadas in northern Arkansas,
Missouri, Illinois, and southeastern Iowa (Martin and Simon 1988). After 1868, a portion
of the progeny of brood X in these areas had a permanent 4-year acceleration in devel-
opment rate. Some cicadas in the region did not switch life-cycle length after 1868 and
continued to emerge after 17 years. Martin and Simon (1988) suggest the switch in life-
cycle length could have been triggered by environmental causes, perhaps by high-density
populations. This change in life-cycle length would disrupt gene flow and initiate genetic
divergence in the formerly unified 17-year cicada population. Furthermore, the individu-
als that switched their life cycles from 17 to 13 years now emerge synchronously with a
previously isolated brood that emerges every 13 years (a M. tredecim brood). Gene flow
between these previously isolated broods could occur if they can mate and produce viable
progeny.

Further analyses of the populations were carried out by Marshall and Cooley (2000).
They found that the two 13-year sympatric cicada populations in the midwestern United
States exhibit song differences and thus are unlikely to interbreed in the field. As a
result, they described the “new” 13-year population as a previously undescribed species
called Magicicada neotredecim. M. neotredecim and M. tredecim, both 13-year cicadas,
overlap geographically and, since 1868, their broods overlap chronologically. Furthermore,
tredecim and neotredecim populations differ in abdomen coloration and mtDNA. Such
traits in M. neotredecim are not consistently different from the sympatric populations of
the 17-year M. septemdecim, and thus neotredecim appears most closely related to this
geographically adjacent population with a 17-year life cycle. Marshall and Cooley (2000)
suggest this is evidence that speciation in Magicicada involves temporal isolation.

Simon et al. (2000), in a companion article, support the conclusion that M. neotredecim
is a new cryptic species, and present mtDNA data to support the conclusion that a life-
cycle switch occurred to produce two overlapping 13-year cicada lineages. Furthermore,
the genetic evidence suggests that assortative mating is taking place in the area where the
two populations of 13-year cicadas overlap. Thus, Simon et al. (2000) propose two possible
scenarios for the evolution of the septemdecim-tredecim-neotredecim species (Figure 13.3).
In both models, the ancestor is a cicada with a 13-year life cycle, which gave rise to
a 13-year lineage (tredecim lineage) and to a new lineage that had a 4-year extension
(17-year septemdecim lineage). In one scenario, neotredecim evolved from septemdecim
via a single 4-year life-cycle reversion (instantaneous speciation) and eventually split into
the two current broods (Figure 13.3A). In a second scenario, the septemdecim lineage gave
rise to two independent 17- to 13-year life-cycle reversions, resulting in two neotredecim
broods (Figure 13.3B). There are no genetic or behavioral data to distinguish between these
two hypotheses at this time.

Simon et al. (2000) addressed the question as to whether the 13- and 17-year cicadas
should be called different species. The concept of “species” varies among different sys-
tematists, but Simon et al. (2000) support the thesis that species should be designated as
soon as they are distinguishable if it is likely that they will remain extant and isolated
long enough for reproductive isolation to be developed. Marshall and Cooley (2000) pre-
sented behavioral data and field observations to suggest that important differences do exist
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Figure 13.3. Two hypotheses for the formation of 13- and 17-year lineages of the Magicicada septendecim,
tredecim, and neotredecim group. (A) The evolution of neotredecim involved one evolutionary
event labeled (2). Alternatively, (B) the evolution of neotredecim involved two separate events
(labeled 2 and 3). The models assume that tredecim populations were ancestral in both cases.
(Modified from Simon et al. 2000.)
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in male song and female response, supporting the separation of neotredecim and tredecim
as species. They also argue that neotredecim is unlikely to revert to a life cycle that is
synchronized with any extant 17-year brood. Despite behavioral and genetic similarities
between the 17- and 13-year broods, it is likely that reproductive isolation will be achieved
between neotredecim and septemdecim because of the differences in brood timing. Simon
et al. (2000) summarize their hypothesis as follows: “an initial allochronic event separated
lineage A and B periodical cicadas and a second allochronic event placed them in secondary
contact.”

Cooley et al. (2001) carry the story forward and predict that the newly described
M. neotredecim inhabits midwestern habitat that will be unsuitable for its survival dur-
ing the next “ice age.” They argue that the most southern populations of neotredecim have
the greatest “likelihood of colonizing a refugium during the next glacial cycle . . . then after
the next glacial retreat all undisplaced M. neotredecim will have gone extinct, and the pat-
tern of character displacement linking M. neotredecim to an allochronic speciation event
in the M. septemdecim lineage will have been erased.” Thus, the Magicidada tredecim–
septemdecim–neotredecim story supports the hypothesis that instantaneous speciation can
occur by shifts in reproductive timing (allochrony), although the precise mechanism by
which the 4-year shift occurred remains unknown.

13.7.3. Eradicating Medflies in California?

The Mediterranean fruit fly, Ceratitis capitata, is an immensely destructive pest of
agriculture. It is a native of sub-Saharan Africa, but invaded the Mediterranean basin,
portions of Central and South America, Hawaii, and Australia during the past 100 to 200
years. C. capitata is able to feed on more than 200 species of host plants and can survive
in a variety of climates (USDA-APHIS 2002). Females deposit up to 1000 eggs in fruits
(including peaches, pears, plums, apples, apricots, avocados, citrus, cherries, figs, grapes,
guavas, kumquats, loquats, nectarines) or vegetables (peppers, tomatoes) and the resulting
maggots eat the fruits or vegetables, leaving them mushy and infested with mold. Medflies
can develop from egg to adult in 21 days, so populations can increase exponentially in
favorable climates.

C. capitata is a quarantined pest, meaning that when it is detected in the United States
efforts are made to eradicate it (USDA-APHIS 2002). Eradication efforts are justified
because: this pest significantly increases production costs; pesticide applications to suppress
Medfly can disrupt biological control of other pests; and fruits grown in Medfly-infested
regions cannot be exported to Medfly-free areas, thereby affecting national and international
trade. Furthermore, establishment of Medfly would create serious pest problems in backyard
gardens and orchards.

Eradication efforts involve surveys, regulation, and control. Surveys are conducted by
the USDA-APHIS and the States by placing Medfly traps in high-risk areas, especially
near international airports and seaports. If an infestation is found, additional traps are
placed to determine the extent of the infestation; unfortunately, the traps are not 100%
efficient and very low populations can be missed. Control methods include application of
aerial and ground bait sprays, release of large numbers of sterile flies (SIRM method),
and application of pesticides to the soil under infested trees to kill larvae as they enter the
soil to pupate and the adults as they later leave the soil. Movements of host plants out
of the infested area is prohibited and, in some cases, infested fruits may be picked and
destroyed.
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13.7.3.1. The Controversy

Since 1975, California has grappled with a controversial problem. The periodic and repeated
appearance of Medflies in traps, especially in the Los Angeles basin, has raised questions as
to whether California can export agricultural products as a “Medfly-free state” and whether
the eradication efforts have been successful (Carey 1991, Abate 1993, Carey 1996a,b, Myers
et al. 2000). This problem has received national and international attention due to the large
amounts of money involved; California exports more than $1 billion in fruits and vegetables
to other countries, and approximately $1 billion in produce is sold domestically and in
neighboring countries. Estimates of damage to California’s economy due to direct damage
to agriculture and to related jobs are enormous (Abate 1993, CDFA 2002, USDA 2002).

If California fruits were quarantined from all foreign markets because of Medfly infestation, the
state would suffer a loss of 35,000 jobs and experience reductions in output of $3.6 billion . . . The
worst case would be if all other states also embargo California fruits. This could result in more than
132,000 jobs lost, $13.4 billion lost in economic activity and more than $3.6 billion in lost income
to California families (CDFA 2002).

Because southern California is a gateway to Latin America and Hawaii, where Medfly
is endemic, there is a constant risk of Medfly introductions. Medflies could be transported
by millions of international travelers, commercial fruit smugglers, and mailed packages.
For example, more than a million passengers enter the Los Angeles airport annually
from Hawaii, where Medfly is endemic; if only one visitor in a thousand illegally trans-
ported infested fruit from Hawaii, there could be 1000 opportunities annually to create an
infestation in California (CDFA 2002).

The first Medfly infestation in California was detected in Los Angeles in 1975; sterile
Medfly releases and ground applications of malathion and bait were carried out, and the
infestation soon was declared eradicated. In 1980, a total of 180 Medflies were found and
eradicated. Few Medflies were found between 1982 and 1987 in California. However, the
questions really began in the late 1980s: in 1987, 43 were found in Los Angeles County,
and eradication efforts resulted in aerial sprays followed by the release of 1 million sterile
Medflies per square mile per week. In 1988, 54 Medflies were found in two locations
in Los Angeles County, which was treated with an aerial spray and releases of 1 million
sterile Medflies per square mile per week. In 1989 and 1990, a total of 304 Medflies were
found, which resulted in an eradication program that included 21 treatments in four counties
covering 536 square miles. One wild Medfly was found in 1991 in October, and trapping
located an additional 24 flies; eradication efforts included trapping, ground application of
malathion and bait, and sterile Medfly releases over a 26-square-mile area using 30 million
sterile flies per week between October 1991 and August 1992. During 1992 and 1993,
202 wild Medflies were found in the Los Angeles basin, and eradication efforts employed
trapping, ground applications of malathion and bait, and sterile releases. In 1993, 400 flies
were found, leading to eradication efforts that included eight aerial applications of malathion
and bait plus mass trapping. During 1994, a “basin wide” sterile Medfly release program
was initiated over a 1464-square-mile area; 250,000 sterile flies per square mile per week
were released over the entire area, and 250,000 sterile flies were released, as well, in the
areas where 73 wild flies were found in 1994; this effort was concluded in March of 1996.

In 1996, a “preventative” release program was initiated over a 2155-square-mile area in
four counties to “prevent the development of Medfly infestations and to limit the geographic
size of any that manage to start” (CDFA2002). The releases involved at least 125,000 sterile
Medflies per square mile per week and an additional 125,000 sterile flies over a high-risk
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area in central Los Angeles. No Medflies were found during 1996. During 1997, 24 wild
Medflies were found in Los Angeles County, which led to increased efforts, including
ground sprays, fruit stripping, soil drenches with pesticides under infested trees, and sterile
fly releases that were increased to 500,000 per square mile per week within a 9-square-mile
area around each infested site.

Between 1975 and 1990, aerial spraying of malathion in baits had been used to kill the
Medfly but, after considerable public concerns were raised about potential negative envi-
ronmental and health effects, aerial application of this pesticide was banned in California.
In the early 1990s, agricultural experts and entomologists hotly debated whether the eradi-
cation methods were effective. One camp believed that a combination of releasing millions
of sterile Medflies, plus implementation of effective quarantines and the use of attractants
and traps to delineate the infestation zone and to monitor the effectiveness of the SIRM
program, was effective. Others believed that eradicating the Medfly from the Los Angeles
basin was nearly impossible and that these methods were failures.

One of the significant questions in the debate is whether the Medfly was a “permanent
resident” of California, especially in the LosAngeles area, or whether the ongoing outbreaks
are the result of additional independent invasions (Carey 1996a,b, Headrick and Goeden
1996, Myers et al. 2000, Figure 13.4). This issue has been hotly debated and created
considerable animosity. Until 1990, scientists and government officials assumed that each
Medfly outbreak originated from flies that arrived from another country, hitchhiking within
agricultural products imported or smuggled into California; many believed that the source of
the invasions was Hawaii. The other group believed, however, that the Medfly had become
permanently established and was being maintained at undetectable levels, due in part to the
inability of Medfly traps to detect very low-density populations.

Molecular methods have been used in attempts to answer three questions in the
Medfly story: Are species-specific diagnostics useful for ecological studies and quaran-
tine procedures? What is the colonization history and population structure of Medflies as
they moved out of Africa and into California? Is the Medfly permanently established in the
Los Angeles basin?

13.7.3.2. Species-Specific Diagnostics

An important component in dealing with invasion problems is to be able to rapidly and
reliably identify the introduced species. Within the Diptera, the family Tephritidae contains
many important agricultural pests. Of the more than 4000 species of tephritids in infested
fruits, 250 are considered pests (Armstrong et al. 1997). Unfortunately, it is difficult to
identify immature tephritids, so rearing is often required to obtain accurate identifications,
which can cause a significant delay in a quarantine or eradication program.

Using RAPD-PCR, Sonvico et al. (1996) found that it is possible to discriminate between
immature stages of Medflies and Anastrepha fraterculus. Haymer et al. (1994) identified
unique repetitive DNA probes that they used in slot blots or squash blots to discriminate
between eggs or larvae of three tephritid species. The squash-blot procedure used a non-
radioactive hybridization and detection method, making it simple and rapid to carry out
and potentially allowing rapid identification of infested fruits at the earliest stage during
quarantine and eradication procedures.

AFLP-PCR was used by Kakouli-Duarte et al. (2001) to discriminate between C. capitata
and C. rosa. A species-specific repetitive marker was cloned and used as a probe for
genomic dot-blot hybridizations; the probes were sequenced and primers were developed.
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Figure 13.4. The top two models represent the alternative hypotheses for the presence of Medfly popu-
lations in California in the 1990s. The lowest “combination” model illustrates a situation in
which both establishment and reintroductions are occurring. Amore complex situation similar
to this “combination model” appears consistent with the molecular data. The top two models
were redrawn from Carey (1991).

AFLP-PCR products from C. capitata electrophoresed on polyacrylamide gel revealed
diagnostic bands after silver staining (Kakouli-Duarte et al. 2001). However, the probe
produced faint bands with DNA from Bactrocera cucurbitae and B. oleae, suggesting that
the repetitive DNA fragment exists in low copy number in them. The number of outgroup
tephritids tested was limited, so the probe may only be useful to discriminate among a
few species. However, the authors did investigate the method’s sensitivity and found that,
because the probe sequences are found in multiple copies in the genome, sufficient DNA
could be extracted only from wings or legs of C. capitata yet yield positive results.

Ribosomal ITS1 polymorphisms were investigated in C. capitata and C. rosa to provide
species-specific probes and to investigate the differences in size among different populations
of each species (Douglas and Haymer 2001). Recall that insects have multiple ribosomal
genes (rDNA) and that the noncoding ITS (internal transcribed sequences) tend to vary
sufficiently to allow discrimination of lower level taxonomic groups. ITS1 sequences were
isolated from a genomic C. capitata library and sequenced; sequences from C. capitata and
from Drosophila melanogaster were aligned to identify conserved sequences, and primers
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were designed to amplify across the variable ITS1 regions. No obvious size variability in
the PCR products was found among C. capitata from Hawaii, Guatemala, Spain, Greece,
Costa Rica, and Peru, and sequencing of some of these ITS1 regions revealed only single
nucleotide changes, with length variation ranging only from 829 to 832 bp. Thus, ITS1
sequence data would not allow a researcher to discriminate among these populations, but
they do allow C. capitata to be identified. The same primers amplified ITS1 sequences from
two populations of C. rosa and produced products that were 717 bp and 930 bp long, which
might be used to distinguish C. rosa individuals from Kenya from those from South Africa
(Douglas and Haymer 2001) if additional populations from each geographic region can be
tested and the utility of the length variation is confirmed.

Armstrong et al. (1997) reported efforts to identify tephritids for quarantine purposes in
New Zealand using 18S and 18S + ITS regions of ribosomal DNA. The 18S and 18S + ITS
regions were amplified from larval DNA by the PCR, and 19 species in four genera
were evaluated. Restriction analysis of the 18S product provided poor resolution, even
at the generic level. Digestion of the 18S + ITS PCR product generated 13 diagnostic
haplotypes using four restriction endonucleases. Six of ten Bactrocera species could not
be diagnosed separately with this method despite analyzing the effects of 22 restriction
enzymes. However, all six species are high risk with respect to their likely establishment
in New Zealand, so a diagnosis of suspicious larvae as Bactrocera would result in the same
response by regulatory authorities.

The studies just described provide an overview of some of the approaches that could be
taken to use molecular methods to identify C. capitata immature stages and to discriminate
C. capitata from other tephritids. However, additional research would be required before
these approaches could be used in specific quarantine procedures, and none are useful for
all objectives. For example, if a DNA probe is intended to identify C. capitata immatures
when tephritid larvae are found in infested fruit in border inspections, then the probe should
be validated against all potential species that might be introduced (recall that approximately
250 tephritids are considered pests). However, it may not be relevant to identify larvae to
the species level; rather it may be relevant only to confirm that the larvae are from one of
the tephritid pest genera because all would be quarantined pests. In addition, a useful probe
ideally would be accurate; how often do false positives and false negatives occur under
real-world conditions with the test method employed? In some ecological studies, it might
be relevant to discriminate between immatures of two, or a few, tephritid species, which
would be much easier, because the test needs to be validated only against these species.

13.7.3.3. Geographic Origin of Medfly Populations

One of the most difficult questions to answer involves efforts to resolve the geographic
origin of Medfly populations in new environments. Several studies have been conducted
using RAPD-PCR, enzyme analysis, nuclear introns, mitochondrial DNA, RFLP-PCR, and
microsatellites. Some projects will be described briefly to illustrate that each method has
strengths and weaknesses in answering a specific question.

Regulatory agencies often want to know where a pest population came from because it
might allow them to prevent future invasions if they know where to invest their inspection
and detection efforts. It also is relevant if sterile Medflies are to be released in an eradica-
tion program; potentially, sterile Medflies of one “type” might not mate with an invasive
wild population if there are sufficient genetic differences in behavior or other premating
isolation mechanisms. With regard to the California Medfly eradication efforts, the origin or
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genetic makeup of the different Medfly invasions could answer the question as to whether
the expensive eradication efforts are successful.

Malacrida et al. (1996) used enzyme electrophoresis to analyze genetic similarities among
11 tephritid species. A later study focused on tracking the colonization of C. capitata
throughout the world using samples from 17 populations (Malacrida et al. 1998). Variability
at 26 polymorphic enzyme loci revealed “that the geographical dispersal of medfly from its
ancestral source area (East Africa) is associated with a great reduction in variability. The
pattern of decreasing variability occurs at two regional levels: in the African-Mediterranean
region where the differentiation is gradual, and in the Latin American-Pacific region where
some ancestral variability is still present as a consequence of recent colonization” (Malacrida
et al. 1998). The molecular data confirm that the name “Medfly” is inappropriate—because
the ancestral home of C. capitata is Africa, it ought to be called “Africafly.” Malacrida
et al. (1998) concluded that the “population genetic changes observed in the species range
are consistent with both the chronology and the historical circuitous course of the medfly
colonization process.” Thus, the molecular data are congruent with what is known about
its movements out of Africa.

13.7.3.4. Is the Medfly Established in California?

A critical question regarding the success of eradication in California is: “Is the Medfly per-
manently established in California?” The question has been approached by assuming that
independent introductions of Medflies from different geographic sources would result in
populations with unique genetic markers; if each invasive population had different mark-
ers, it would be evidence that each invasion is independent. By contrast, if the markers
found in the California populations during the different “invasions” were the same, the
conclusion could be that it is more likely that a single Medfly population is established
in California. However, an alternative explanation for Medflies having the same markers
is that multiple invasions occurred from a particular geographic source. Unfortunately, it
could be impossible to exclude this possibility.

Obtaining definitive data to discriminate between populations depends on having markers
that are diagnostic. These markers need to be validated with large samples of flies from
different geographic regions to confirm that the differences detected in the preliminary
screening hold up when larger samples of, potentially more diverse, flies are sampled. The
task of identifying appropriate genetic markers has engaged a number of researchers and
considerable funds over the past few years.

13.7.3.4.1. RAPD-PCR and Allozymes
Early attempts to discriminate between different geographic populations of the Med-

fly used RAPD-PCR markers (Haymer and McInnis 1994) or enzyme electrophoresis
(Malacrida et al. 1996) and compared RAPD-PCR and enzyme electrophoresis data (Baruffi
et al. 1995). As expected, RAPD-PCR revealed larger amounts of genetic variation than
enzyme electrophoresis data (Baruffi et al. 1995). The complete mitochondrial genome
of the Medfly was sequenced, and different populations were found to exhibit genetic
differences that are potentially useful for developing diagnostic tools (Spanos et al. 2000).

13.7.3.4.2. PCR-RFLP
A PCR-RFLP method was used by He and Haymer (1999) to compare variation in

intron sequences of the glucose-6-phosphate dehydrogenase gene among different Medfly
populations. Five alleles of this locus were found in 26 populations of C. capitata, and two
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restriction enzymes were used in successive digestions of the PCR products to document
genotypes and allele frequencies. This approach involved amplifying intron sequences from
individuals from various populations using primers designed from cDNAsequences in Gen-
Bank. Allelic variants were identified by cloning and sequencing the PCR products, and
restriction-site changes were identified. The restriction-site data allowed He and Haymer
(1999) to develop a diagnostic test that did not require sequencing of PCR products. The
data were analyzed using a principal coordinate analysis and analysis of molecular variation
(AMOVA) to quantify the distribution of genetic diversity in a hierarchical manner. For
some of the invasive sites, populations that “are probably acting as sources of origin” were
identified (He and Haymer 1999). The five alleles tended to be associated with populations
from different geographic regions: A1 was most common and was found in all populations
surveyed, so it is not informative. A2 and A3 were widespread in samples from Greece,
but only one allele tended to be prevalent in other samples (A2 was prevalent in samples
from Guatemala, Peru, Florida, and southern California; A3 was prevalent in samples from
Argentina). Hawaiian populations showed substantial frequencies of A4, but A4 was rare
in other populations.

He and Haymer (1999) concluded that “the invasive population from northern California
appears similar to populations from Argentina and Costa Rica.” From southern California,
three of the infestations (1992–1994) are clustered with populations from Guatemala, sug-
gesting “that Guatemala is a possible source of origin of these flies.” The 1997 southern
California infestation is “well separated from either of the two previous groupings . . . these
results suggest it is not appropriate to group or depict all of them as homogeneous” (He and
Haymer 1999). They concluded that “the extreme separation of the Hawaiian populations
from these California (and Florida) infestations also suggests that Hawaii can be considered
a very unlikely source.” Furthermore, “Samples from the California 1997 infestation are
also well separated from all other populations, suggesting that none of the worldwide pop-
ulations sampled here can be considered likely sources.” Thus, “the multiple infestations
detected within California in recent years are not likely to represent a single, homogenous
population that is similar to the ‘established’ populations seen in Guatemala or Argentina”
(He and Haymer 1999). The authors noted that additional surveys of these markers in pop-
ulations from other regions of the world are desirable in order to improve resolution of
Medfly population relationships. They concluded that analysis of these alleles in ancestral
African populations, where considerably more genetic variability occurs, is desirable.

13.7.3.4.3. Nuclear Gene Intron Size Variability
Gomulski et al. (1998) evaluated variability in the size of the first intron in the alcohol

dehydrogenase gene to assess 16 populations from five geographical regions: Africa, the
Mediterranean Basin, Latin America, Hawaii, and Australia. PCR primers were developed
that spanned the first intron between exons 1 and 2. PCR product sizes varied from 1400 bp
to 3450 bp and were grouped into four distinct categories: short, medium, long, and very
long. Most variants were found only in the African populations and only a few migrated
from Africa with the colonizing populations. The results obtained were congruent with
those obtained by analyzing allozyme variation and showed a gradual and large reduction
in intron variability. Gomulski et al. (1998) concluded that drift, bottleneck effects, and
migration were important in explaining the observed intron size variability.

13.7.3.4.4. Multiple Nuclear Gene Intron Sequences
Multiple nuclear gene introns were analyzed by Villablanca et al. (1998) in an effort to

provide sufficient information to resolve the origins of the Medfly populations in California
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and Hawaii despite the expected reduction in variability due to founder effects and genetic
bottlenecks. Villablanca et al. (1998) chose to work with multiple introns because they
concluded that mitochondrial DNA is poorly suited to studies of invasions unless the invad-
ing population is large or grows rapidly: mtDNA is subject to strong genetic drift due to
its maternal and haploid mode of inheritance. They also argued that RAPD-PCR data are
difficult to interpret and may lack repeatability; microsatellites are effective, but require a
long period of development for each new taxon. Their review of previous work of molec-
ular analyses of Medflies indicated that “little genetic variation has been uncovered within
invading populations with both allozymes . . . and mtDNA.”

Using multiple intron sequences, Villablanca et al. (1998) “found a wealth of genetic vari-
ability within invading populations.” Introns evolve more quickly than the protein-coding
regions of a gene and are expected to retain variation due to their diploid and biparental inher-
itance. The intron sequence variation can be subjected to “phylogenetic analysis, cladistic
analysis of gene flow, as well as standard population genetic and coalescence analysis of
alleles” (Palumbi 1996, Roderick 1996). Medfly populations in Africa, California, Hawaii,
Brazil, and Greece were evaluated. Primers were constructed, using Medfly sequence data
from the literature, to amplify introns that have conserved positions across species from
four single-copy nuclear genes. Single-copy genes were used in order to avoid analysis of
nonspecific PCR products that could occur from multiple gene copies or pseudogenes. The
four loci were: muscle-specific actin intron 1 (the other two actin loci known in Medfly are
not muscle-specific), chorion s36 intron 1 (which is different from the other three chorion-
like genes in Medfly), vitellogenin 1 gamma intron 2 (which is different from the other three
known vitellogenins in Medfly), and Cu/Zn superoxide dismutase (SOD) intron 1 (a second
Cu-Zn gene is known in Medfly, but has different amino acid sequences).

The PCR products were cloned and sequenced and were found to be specific to the par-
ticular targeted locus, with no evidence for pseudogenes. The sequence data were carefully
analyzed to eliminate sequences in which errors were incorporated by Taq polymerase,
which has a misincorporation rate of about one per 1000 bases. Villablanca et al. (1998)
eliminated these erroneous sequences by sequencing between one and three clones per indi-
vidual and then identifying and removing “singletons.” Singletons are variability that occurs
in only one sequence of an alignment. They occur in two forms: a particular nucleotide posi-
tion is variable in only one sequence, or a unique sequence occurs in a variable position. “Not
all singletons are PCR errors, but considering them to be so results in a conservative mea-
sure of allelic diversity” and the remaining sequences were analyzed phylogenetically by
Templeton’s network method, which allows reconstruction of phylogenies from potentially
recombining DNA fragments (Villablanca et al. 1998).

Villablanca et al. (1998) interpreted the phylogenetic analysis of the four intron sequences
as follows:

The phylogeny of alleles shows that there is no phylogeographic structuring at the population level.
Few alleles are shared between African and invading [California, Hawaii, Brazil, and Greece]
populations. . . . The phylogenies of alleles, similarly, do not provide evidence that any invading
population is monophyletic. . . .Although the phylogeny of alleles is not useful for phylogeographic
analysis in this case, it is still essential in that it demonstrates that alleles might be shared among
populations simply because all populations are ultimately derived from Africa and not because they
share a common invasion history.

The authors pointed out that the next step is to “sample populations more thoroughly
and test for population subdivision.” Phylogeography is the study of relationships among
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genotypes (phylogeny of alleles or haplotypes) from one or more populations that are
examined relative to their geographical location (Roderick 1996).

Davies et al. (1999a) used the same multiple intron loci to distinguish between “alternative
hypotheses concerning the source of medfly infestations in California.” In this study, intron
sequences from Villablanca et al. (1998) were used, as well as newly obtained intron
sequences from Medfly samples in California, Costa Rica, Guatemala, Mexico, Brazil,
Peru, Greece, Hawaii, and Africa. A total of 237 sequences were obtained for four loci in 74
individuals. The data from all Medflies in California were treated as a “single population for
the purposes of statistical analysis. Under the null hypothesis that there is a resident medfly
population in California, we assume that these flies, captured in the same geographic area,
represent a single biological population” (Carey 1991).

To assess whether a recent outbreak was due to a new invasion, the authors focused on a
single fly (B-96) captured in southern California (Burbank) in 1996. Analysis of molecular
variation (AMOVA) produced indices of population subdivision analogous to standard F
statistics. Another program, TFPGA, was used to calculate the average theta. Yet another
program, IMMANC, was used to carry out an assignment test. Davies et al. (1999a) con-
cluded, “Because the B-96 genotype was included in the Californian population (and not the
potential source) when estimating the ‘resident’ allele frequencies, the test is conservative
with respect to the null hypothesis that B-96 is a resident—in this case of California.” Davies
et al. (1999a) concluded that the single B-96 Medfly studied was “less likely (α < 0.05)
to be a resident of California than an immigrant from no less than four potential sources:
Costa Rica, Guatemala, Mexico, or Peru.” Finally, Davies et al. (1999a) concluded:

More work is clearly needed to explore the phylogenetic consequences of invasions and a better
understanding of invasion genetic patterns will provide a deeper insight into the ecological and
evolutionary processes that underlie bioinvasions. It is important to consider . . . that invasions often
involve a hierarchy of events, the totality of which might be termed a metainvasion. The metain-
vasion begins with a primary invasion, when a species first colonizes a new area from its ancestral
source. Subsequently, secondary and tertiary invasions arise as the newly established populations
themselves seed new areas. The genetic changes that result from these events are complex and
phylogenetic analyses may be informative at some levels but not others. A primary invasion of the
medfly occurred from Africa to the Mediterranean. The invasion of Latin America may be another
primary invasion, direct from Africa, or a secondary invasion from the Mediterranean. Californian
medfly invasions thus represent secondary or tertiary events in the global medfly metainvasion.
Indeed, California may be subject to repeat invasions that could superimpose on one another.

Thus, by 1998 powerful genetic tools had been brought to bear on the Medfly colo-
nization question, and the statistical methods for analyzing molecular data were becoming
ever more sophisticated. Villablanca et al. (1998) suggested that the origin of Californian
Medfly infestations might be determined through the use of microsatellites or single-strand
conformation polymorphism analysis. They noted:

Due to its economic significance, the medfly infestation has become a model system for the study of
contemporary bioinvasions and has several important lessons for other cases where limited funding
is likely to restrict the amount of research effort. The genetic analysis of new bioinvasions should
begin with mtDNAand allozymes; however, highly variable nuclear regions, such as introns, should
also be considered. Multilocus genotyping provides a rapid method of determining the origin of
invasions, whether using nonsequencing methods of screening intron variation and/or other types
of markers.

13.7.3.4.5. Microsatellite Analysis
Medfly microsatellites were proposed as potentially useful tools for population analy-

sis by Bonizzoni et al. (2000), who screened a C. capitata genomic library to identify
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30 microsatellite loci. In addition, 11 loci were identified by RAPD-PCR and random
genomic sequencing. Two additional loci were identified in GenBank for a total of 43
microsatellites. Ten of these microsatellite sequences were used to analyze 122 Medflies
from six populations (Africa: Kenya, Reunion, Madeira; Mediterranean: South Italy and
Greece; and South America: Peru). The results obtained were “consistent with results
obtained from allozyme and single-copy DNA studies with respect to the historically doc-
umented expansion of the medfly” (Bonizzoni et al. 2000). As with the allozyme data
(Malacrida et al. 1998), polymorphisms decreased as flies moved from tropical Africa
to the Mediterranean basin and to South America. Microsatellite analysis was extended
by Bonizzoni et al. (2001) to analyze the invasion of Medflies into California: was there
one established population or many invasive populations? The 10 previously character-
ized microsatellite loci were used to compare 109 Medflies captured in California between
1992 and 1998 with 242 Medflies from Hawaii, Guatemala, El Salvador, Ecuador, Brazil,
Argentina, and Peru, using between six and 30 flies per sample site. Their data analysis used a
method that accounts for heterogeneity in the size of samples to estimate allelic richness. The
frequency of each allele per locus, the observed heterozygosity, and deviations from Hardy–
Weinberg expectations were computed using several computer programs (Bonizzoni et al.
2001). Genetic divergence between individuals, as well as within and between populations,
was estimated in terms of shared bands between individuals. Relationships between popu-
lations were given in dendrograms obtained from the dissimilarity index and Nei’s unbiased
genetic distance DA. Trees were constructed using the neighbor-joining method of Felsen-
stein (1993); bootstrap values for the tree were obtained using the “gene frequency” option
within the program SEQBOOT. The Kenyan sample was used as the outgroup because it
is the most differentiated in the medfly species range. An estimation of the probability that
the California Medflies are immigrants from South America, Central America or Hawaii
was determined using the IMMANC test (Bonizzoni et al. 2001).

Bonizzoni et al. (2001) had three main conclusions:

(i) Among the Latin American and Pacific samples, the Guatemalan flies are most closely related
genetically to the California flies, according to the majority of the tests applied; (ii) the Californian
infestations are structured, with the San Diego infestation being the most differentiated; and (iii)
the fact that flies captured between 1992 and 1997 in the Los Angeles basin appear to be genetically
related supports the hypothesis that an endemic population has been formed in this area.

Furthermore, “Hawaiian flies show relatively low similarities with Californian flies,”
which indicates Hawaii is not the source of the Californian Medflies tested, as was found
previously by He and Haymer (1999).

Bonizzoni et al. (2001) further concluded that the situation could be more complex than
expected:

Within at least some of the Los Angeles basin samples, there is considerable evidence for genetic
homogeneity. Based on this, the possibility of an endemic population in California cannot be
excluded. It is entirely possible that independent infestations of this pest from the same geographical
region, overlaid on an existing endemic population, have acted together to create this unique
situation.

13.7.3.5. The End?

A California Department of Food and Agriculture press release in June 2001 summarized
eradication costs since 1975 in California: “more than $256 million in state and federal
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funds have been spent eradicating infestations of the pest, primarily in Southern California
and the Bay Area.” The report concluded that the 5-year test program to stop new infesta-
tions by releasing sterile Medflies in the Los Angeles basin was “enormously successful”:
“Between 1987 and 1994, an average of 7.5 Medfly infestations were discovered each year
in California. Since the preventative Release Program began in 1996, there has been just
one infestation for the entire five-year period.”

Over the life of the 5-year “preventative program” that began in 1996, nearly 75 billion
sterile Medflies were released by airplanes over more than 2000 square miles of the
Los Angeles basin. This preventative program cost California approximately $7.4 million
annually and the U.S. government an additional $7.4 million (CDFA Legislative Report,
March 2000). The report highlighted the fact that “Since 1994, California’s Medfly strat-
egy in Southern California has shifted from a reactive approach, focused on detecting
and eradicating early infestations, to a proactive approach that emphasizes preventative
measures.”

Stay tuned to learn whether the Medfly remains “eradicated” from southern California;
whether the preventative sterile Medfly releases will be continued; whether established,
low-density Medfly populations will rebound if the sterile Medfly releases are discontinued
in the Los Angles basin; whether new invasions are detected; and whether further resolution
of the number of invasions and their sources can be obtained. Will the population genetic
structure of Medfly populations in California become too complex to unravel if additional
invasions occur?

13.7.3.6. Some Lessons Learned

This case study illustrates several points: molecular tools vary in their sensitivity, ease of
use, cost, and time to develop. Despite differences in methods used, the various researchers
agreed on some key findings: Medfly populations in the Los Angeles area were unlikely to
have come from Hawaii; the population present in the Los Angeles area may be the result
of an established population, multiple infestations from the same source, or both.

Molecular markers of six Medflies from the San Diego population were clearly different
from the markers found in Medflies collected in the Los Angeles area. The San Diego Med-
flies sampled most closely resembled Medflies from Hawaii. Analysis of the infestation area
by entomologists correlated the San Diego infestation with a family that had just returned
from a trip to Hawaii. Thus, combining molecular and ecological data may provide more
information than relying on a single approach (A. Malacrida, personal communication).

It should be clear that insect population genetic structure can be quite complex; simply
assuming that molecular markers will allow an unequivocal conclusion as to the population’s
geographic origin may be unrealistic, especially if primary, secondary, and tertiary invasions
have occurred (Figure 13.4). Genetic variability and structuring is dependent upon events
in the population’s history, including bottlenecks, drift, selection and hybridization. The
Medfly case study shows that increasingly refined molecular methods are available, and the
statistical and other analyses used to reach conclusions are becoming more sophisticated.

13.7.4. Plant Defenses to Insect Herbivory

Plants face a variety of biotic (bacteria, fungi, insects, nematodes and other herbivores)
and abiotic (drought, heat, salinity, UV damage) stresses in their environment (for a
review, see Strauss and Agrawal 1999). In response, plants evolved both constitutive and
inducible defenses that have a genetic basis. There appear to be many genes involved in
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plant defense mechanisms, making it difficult to analyze their role using traditional genetic
methods.

DNA microarrays were used to obtain significant advances in our understanding of how
plants defend themselves against insect herbivores (Schenk et al. 2000, Baldwin et al.
2001, Reymond 2001). An analysis of approximately 7000 Arabidopsis genes (which is 25
to 30% of this plant’s genome) suggests that about 300 of the 7000 genes (4.3% ) evaluated
are involved in defense (Maleck et al. 2000). Comparison of gene transcript profiles after
plants were exposed to different stresses revealed that some genes have overlapping roles in
defense; thus, microarray analyses can elucidate how plants respond to multiple stressors.

Microarrays of Arabidopsis expressed sequence tags (ESTs) have become available from
several core laboratory sources since this species’genome was sequenced (Reymond 2001).
The microarrays allow simultaneous hybridization of probes to an array of immobilized
DNA fragments that correspond to a specific gene. After scanning the microarray with a
laser scanner, the signal for each fragment reflects the abundance of the corresponding
messenger RNA in the sample (Maleck et al. 2000).

Many plants produce volatile organic compounds (VOCs) in response to feeding damage
caused by herbivores such as insects (Dicke 1999). These VOCs may influence neighboring
plants to respond rapidly to wounding, or to insect or plant pathogen attack. Some VOCs
attract predators and parasitoids to the insect herbivore, and DNA microarrays will allow
researchers to analyze which genes are involved in this type of plant defense. DNA micro-
arrays will allow researchers “to determine the extent to which VOCs can elicit defense-
related transcripts in neighboring plants” (Arimura et al. 2000a,b).

It appears that a complex network of interdependent signaling pathways convey molecular
messages in Arabidopsis that identify the type of pest, which allows the plant to mount an
appropriate response (Reymond 2001). Integrating the information on plant responses,
gaining an understanding of the communications that take place between the different
defense response pathways, and obtaining a complete list of response genes should be
achievable. Thus, the global analysis of plant gene expression in microarrays and the
complete sequencing of the Arabidopsis and rice genomes should revolutionize the analysis
of insect–plant interactions in the near future. Microarray research will bring together
ecologists, molecular biologists, and plant scientists (Maleck et al. 2000, Baldwin et al.
2001). Some caution is needed, however, because conducting and analyzing microarray
experiments requires careful consideration of experimental design and statistical analysis
(Kerr and Churchill 2001a,b, Quackenbush 2001).

13.8. Transgenic Organisms and
Evolutionary Ecology?

Tatar (2000) noted that evolutionary ecologists attempt to understand how particular pop-
ulations or individuals survive and reproduce over time. An experimental approach to this
goal would to be to alter a trait genetically and observe the resulting change in reproduction,
survival, growth, defense, or competitive ability. Tatar (2000) noted that, with the use of
transgenic technology, it is possible to introduce novel genes into the germ line and have
them be expressed, which could provide evolutionary ecologists with a powerful tool to
understand the mechanisms underlying adaptive traits and their evolution.

For example, research on transgenic D. melanogaster indicates that some genes
may affect longevity (Tatar et al. 2001). Overexpression of heat shock protein 70 was
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evaluated in D. melanogaster as a mechanism for increasing longevity and stress response.
Unfortunately, extra copies of heat shock protein 70 may not be beneficial under all circum-
stances (Feder et al. 1997, Feder 1999, Silbermann and Tatar 2000). A number of studies
report deleterious effects of large amounts of heat shock proteins in D. melanogaster, per-
haps because the proteins consume so much energy and substrate that other important
functions are affected negatively (Feder 1999).

The release of transgenic insects into the environment cannot be conducted without
obtaining permission from several regulatory authorities and after risk analyses (see Chapter
14 for a discussion). Thus, a transgenic approach to analyzing evolutionary ecology
questions may be limited to laboratory or contained field plots.

13.9. Applied Pest Management

Intraspecific variation and genetic change in both pest and beneficial arthropods influence
pest management strategies and tactics in different ways. The fact that pest and natu-
ral enemy populations change genetically has been discussed often. Molecular genetic
techniques allow for rapid assessment of intraspecific genetic variation, changes in host
preferences, insecticide resistance levels, and pest and natural enemy biotypes significant
in biological control of pest arthropods and weeds. However, molecular methods are not a
panacea, and Curtis (2002) recently raised a relevant question.

13.9.1. The “So What?” Test

Curtis (2002) reviewed three areas in medical entomology where molecular methods have
been applied. These include identifying complexes of sibling malaria vector species, eval-
uating insecticide resistance in vectors of malaria, and developing nonsusceptibility to
pathogens in mosquitoes using transgenic methods. Curtis (2002) questioned the number
of instances in which “molecular taxonomic markers for these characteristics add to what
can be measured simply and directly” and noted “There are very few instances where control
programmes are guided by data on sibling species compositions of vector populations.”

Likewise, Curtis (2002) noted, “Much emphasis is placed on studies of biochemical or
molecular resistance mechanisms but it was painstaking and direct field testing, rather than
these molecular or biochemical studies, that revealed” resistance to pyrethroid insecticides
in malaria vectors in South Africa. Curtis (2002) concluded

that molecular methods in medical entomology should not be an end in themselves. They should
be adopted only after careful investigation shows that they can pass the “so what?” test, that is,
could they solve real problems that are not already solvable by simpler and cheaper methods.

There are genuine benefits to molecular methods, although they are not panaceas. Because
the field is yet young, it is difficult to know a priori whether a particular molecular tool will
aid in solving a specific problem. However, it is appropriate to ask whether there are more
rapid and less expensive methods that can resolve the question.

13.10. Relevant Journals

Biochemical Systematics and Ecology, Pergamon Press
Conservation Genetics, Kluwer Academic Publ., The Netherlands
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Molecular Ecology, Blackwell Scientific Publ., Oxford
Molecular Ecology Notes, Blackwell Scientific Publ., Oxford. This is a sister journal

to Molecular Ecology and will contain primer, computer, and technical notes; papers are
published on line, as well as in print.
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Some Relevant Web Sites

The Web site of Joe Felsenstein, Department of Genetics, University of Washington,
is a starting point for a wide array of data analysis programs of value for molecular
systematics and ecology. You can obtain PHYLIP, PopG, DNAtree, and many others at:
www@evolution.genetics.washington.edu/pub

The journal Molecular Ecology is online at: www.blacksci.co.uk/∼cgilib/nlpage
A DNA microarray Web site, with many links, is at: www.gene-chips.com/
Another microarray site is at: cmgm.stanford.edu/pbrown/mguide/index.html
The Drosophila protocols page of the WWW Virtual Library, Drosophila sec-

tion (www.ceolas.org/VL/fly/protocols.html) contains links to protocols from several
laboratories.

Affymetrix’s GeneChip Drosophila Genome is available at:
www.affymetrix.com/products/drosophila_content.html

Microarray data analysis methods include GeneCluster from the Whitehead/MIT
Center for Genome Research (www.genome.wi.mit.edu/MPR/software.html); Cluster
and Tree View (rana.lbl.gov); and the phylogeny inference package PHYLIP
(evolution.genetics.washington.edu/phylip.html)
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14.1. Overview

Genetic modification using recombinant DNA methods can now be used, almost rou-
tinely, to transform pest and beneficial arthropods. Such genetically engineered insects
and mites could be used to improve future pest management programs. Goals include
modifying vector mosquitoes and other insect vectors that transmit plant, human and
animal diseases, so that they are unable to transmit the causal pathogens. Transgenic
methods could improve genetic control programs, in which males are mass reared, ster-
ilized by irradiation, and released to mate with wild females. Producing sterile males or
producing only females by transgenic methods could improve the efficiency and effec-
tiveness of such programs. Other goals include producing honey bees and silk moths
that are disease resistant, or have other desirable economic traits. Natural enemies used
in biological control programs could be modified to enhance their effectiveness, per-
haps by altering their sex ratio, temperature and relative humidity tolerances, or diapause
attributes.

Genetic manipulation with recombinant DNA methods requires methods for efficient and
stable insertion of foreign genes into the genome of the insect and the availability of useful
genes, as well as appropriate promoters and other regulatory elements to obtain effective
expression of the inserted gene in both space and time. Transgenic insect strains developed
for these projects should be contained in the laboratory with effective procedures until
permits have been obtained from appropriate regulatory authorities that would allow their
release into the environment.

Risk assessments must be conducted prior to releasing transgenic insects into the environ-
ment for either short-term experiments or permanent establishment. Potential risk issues to
be resolved prior to releases include whether the inserted gene(s) (trait) is stable; whether
traits can be horizontally transferred to other populations or species; whether released
insects will perform as expected with regard to their geographic distribution, host or
prey specificity, and other biological attributes; whether released insects will have unin-
tended environmental effects; and, in the case of short-term releases, whether the released
insects can be recovered from the field sites. Risk assessments of fitness and host speci-
ficity are relatively easy to carry out in the laboratory, but evaluations of some potential
risks, such as horizontal gene transfer or unintended effects on ecosystem function, are
more difficult.

A number of steps are involved in a program designed to control pest insects through
transgenic methods. First, the target species must be identified as a significant pest for which
conventional control tactics are ineffective because genetic manipulation is usually more
expensive and time consuming than other pest management approaches. The increased costs
arise, in part, because genetic manipulation with recombinant DNA techniques generates
concerns about risk. The genetic engineer next will want to ask: How best can our knowledge
about the pest species’ physiology, ecology, or behavior be used against it? How will the
transgenic strain be deployed in a pest management program?

Once a target trait has been identified, it must be genetically altered using appropriate
genes and regulatory sequences to ensure the new trait is expressed at the appropriate
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time and in appropriate tissues. Once the modified strain has been developed, it must be
evaluated in the laboratory for fitness and stability. If the ultimate deployment method
requires mass rearing of very large numbers of high-quality insects, mass rearing methods
and release models must be developed. Eventually the manipulated strain will be released
into greenhouses or small field plots in the field for additional evaluation of stability, fitness,
and efficacy.

Permission to release a transgenic insect will have to be obtained from (perhaps several)
regulatory agencies. Short-term releases initially will be made into small plots, perhaps
in cages. Initial releases of transgenic insects into the environment in the United States
are intended to be short-term experiments, and current regulation of such releases by the
U.S. Department of Agriculture requires the researcher to retrieve all transgenic insects
from the environment at the end of the experiment. At present (2002), there are no
national or international guidelines regarding permanent release of transgenic insects into
the environment.

Many pest management programs, especially those involving replacement of pest popula-
tions by the transgenic population, will require permanent establishment in the environment
and may require the use of “drive” mechanisms. Several drive mechanisms, such as release
of active transposable elements or Wolbachia, have been proposed, but an analysis of the
potential risk issues associated with them has not been conducted.

14.2. Introduction

This chapter provides an overview of progress and some key questions remaining regard-
ing the development of transgenic arthropods for use in pest management programs. The
literature cited is incomplete because it is expanding rapidly, but provides the reader an
entrance to this field. Box 14.1 lists some of the projects currently under way that could
employ transgenic arthropods.

This chapter should make it clear that additional research and discussion regarding the
potential uses of transgenic arthropods is needed. Furthermore, it is important to note that
there are gaps in our regulatory framework (as of August 2002). A particular gap involves
the lack of a framework for conducting risk analyses prior to the permanent release into the
environment of transgenic insects for pest management programs.

14.3. Why Genetically Modify Insects?

14.3.1. Beneficial Insects

Domesticated and semidomesticated insects have been modified by traditional breeding
methods for hundreds of years. Genetic manipulation has improved disease resistance and
silk production in silk moths (Yokoyama 1979, Gopinathan 1992) and disease resistance
and pollination attributes in honey bees (Rothenbuhler 1979).

Natural enemies of pest insects and mites have been modified by traditional breeding
methods and by hybridization of different strains to achieve hybrid vigor (Hoy 1976,
1990a, 1993, Whitten and Hoy 1999). For example, a pesticide-resistant predatory mite,
Metaseiulus occidentalis, developed with traditional breeding methods, was incorpo-
rated into an integrated mite management program in almonds in California (Hoy 1985).
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These predators provided effective control of spider mites, reduced the need for costly pes-
ticides, reduced production costs, and saved almond growers approximately $22 million
per year, most of which was due to fewer applications of pesticides to control the pest
spider mites (Headley and Hoy 1987). This project demonstrated that genetic improvement
of natural enemies could result in improved pest management programs.

Genetic improvement of natural enemies for biological control of pest insects and mites
by traditional genetic methods has involved selecting for resistance to pesticides, lack of
diapause, and increased tolerance to temperature extremes, although modification of other
traits, such as dispersal rate and sex ratio, theoretically could result in improved biological
control (Hoy 1990b, 1993, Stouthamer et al. 1992).

14.3.2. Pest Insects

During the past 40 years, a number of pest insects have been sterilized by irradiation or
chemicals for use in genetic control programs (Wright and Pal 1967, Pal and Whitten
1974, Curtis 1979, LaChance 1979, Whitten 1979, Tan 2000). This approach to pest man-
agement has been called the sterile insect release method (SIRM) or the sterile insect
technique (SIT). Male insects are mass reared and sterilized, usually by irradiation, and
released. If approximately 100 sterile males are released for each wild male, wild females
should mate most often with sterile males (assuming equal fitness), resulting in reduced
progeny. The SIRM program is most effective when females mate only once. Serious
pests, including the Mediterranean and Caribbean fruit flies, mosquitoes, and the New
World screwworm Cochliomyia hominivorax, have been controlled or eradicated in pest
management programs (Tan 2000).

For example, the SIRM initially was used to eradicate the New World screwworm from
the United States (see Chapter 10, Box 10.1). Later the program was expanded to eliminate
C. hominivorax from Central America in order to provide a buffer zone to preclude its rein-
troduction into the United States. Benefits of the SIRM program in 1996 to U.S., Mexican,
and Central American cattle producers were estimated to be $796 million, $292 million,
and $77.9 million, respectively (Wyss 2000). The benefit to cost ratios for the eradication
programs ranged from an average of 12.2 to 1 for Central America to 18 to 1 for the U.S.
and Mexican programs (Wyss 2000). In addition, screwworm eradication has a significant
human and wildlife health component that was not included in these calculations.

14.4. Why Use Transgenic Methods?

Traditional genetic methods have limitations, and recombinant DNA methods offer new
opportunities for improving pest management programs (Table 14.1). For example,
significant benefits could accrue if recombinant DNA methods allowed sterile insects to
be produced without incurring the negative effects of irradiation. During the sterilization
process, the insect’s whole body is irradiated, which produces damage in all tissues. As a
result, the SIRM requires rearing very large numbers of insects for release. Commonly, pest
populations are first reduced by pesticide applications or through natural seasonal (winter)
mortality so that the number of insects that have to be released can be reduced. The number
of sterile males released is usually a multiple of the estimated density of wild males, with a
100 : 1 ratio of sterile to wild males typically used. Rearing huge numbers of sterile insects
is costly and difficult.
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Table 14.1. Pest Management Goals That Might Be Achieved with Transgenic Methods

Project type Objective(s)
Potential method(s)
(selected references)

Biological control of insect and mite pests

Improve survival of
natural enemies in
environment

Enhance ability to control
pests

Insert stress or pesticide resistance genes;
modify diapause or temperature tolerance
traits (Beckendorf and Hoy 1985, Heilmann
et al. 1994, Walker et al. 1995)

Improve effectiveness of
natural enemies

Alter traits that enhance
effectiveness

Alter sex ratio (more females); alter
longevity, fecundity, host/ prey specificity,
restrict ability to fly (Beckendorf and Hoy
1985, Stouthamer et al. 1992, Heilmann
et al. 1994, Walker et al. 1995)

Disease control method

Develop insects that
introduce a vaccine into
their hosts when taking a
blood meal

Provide low-cost
vaccination against
widespread, serious
diseases such as malaria

Mosquito injects protein when biting their
human host that elicits an immune response
over time (Stowell et al. 1998)

Develop transgenic
symbionts to prevent
disease transmission
(paratransgenesis)

Prevent transmission Gut or other symbionts are genetically
modified to eliminate a disease agent in the
insect vector (Beard et al. 1993)

Improve domesticated and semidomesticated insects

Improve silk production in
silk moths (Bombyx mori,
Philosamia, Anthaerea)
in India, Japan, and China

Improve quantity, quality
or type of silk

Introduce disease resistance genes into silk
moths to increase production; increase
number of silk genes in moths to increase
yield per moth (Gopinathan 1992); introduce
genes from spiders or other silk-producing
arthropods into moth to produce special
types of silk (Vollrath and Knight 2001)

Improve honey bees,
Apis mellifera

Improve disease and pest
resistance; improve
ability to pollinate special
crops; reduce
aggressiveness

Insert genes for resistance to bacterial, viral,
and fungal diseases and mite (Varroa) pests;
modify pollination and aggressive behaviors

Population control

Population replacement Eliminate traits that make
a pest by releasing
genetically modified
individuals that will
replace the pest
population

Eliminate ability to vector diseases (malaria,
dengue, sleeping sickness, yellow fever) by
altering ability of pathogen to pass gut or
salivary gland barriers; eliminate need for a
blood meal by vectors such as mosquitoes;
alter behavior so vector feeds on only one
host (if it picks up disease it can’t
transmit it). Replacement will require some
type of drive mechanism or a way to select
for the released population in the field
(Meredith and James 1990, Higgs et al. 1998,
Blair et al. 2000, James 2000, Kokoza et al.
2000)

Insert useful/deleterious
genes into pest populations

Release genetically
modified individuals that

Insert genes/traits into populations with a
“driver” such as transposable elements,

continues
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continued

Project type Objective(s)
Potential method(s)
(selected references)

will mate with wild
populations and insert
genes into populations

Wolbachia, or “gut” symbionts, by releasing
appropriate ratio of transgenic to wild insects
(introgression model) (Beard et al. 1992,
Kidwell and Ribeiro 1992, Richards 1993,
Durvasala et al. 1997, Kiszewski and
Spielman 1998, Sinkins and O’Neill 2000,
Hao et al. 2001, Braig and Yan 2002)

Release tropical mosquito population into
temperate area so the hybrid progeny
produced are unable to overwinter (Hanson
et al. 1993).

Release insects with active transposable
elements into a population; elements cause
chromosomal mutations, shut off genes or
cause sterility; if the element cannot be
repressed by its host, then it might cause so
much damage that the population crashes
(as do many laboratory populations when
transposable elements invade) (Thomas
et al. 2000)

Sterile insect release method (SIRM)

Sterilize males by
recombinant DNA
methods

Reduce damage from
irradiation or
chemo-sterilization

Modify male fertility genes and regulatory
sequences; activate sterility by stimuli such
as light, diet, or antibiotics, allowing both
sexes to be reared normally until the
stimulus activates the transgene (Robinson
and Franz 2000)

Mark released males with
molecular marker

Discriminate between
released and wild males
consistently in traps

Insert benign marker that can be detected in
trapped dead males consistently; green
fluorescent protein may be appropriate

Develop genetic sexing
method so females do not
have to be reared

Reduce rearing costs
Improve efficiency

Alter sex determination cascade so females
can be eliminated with a conditional lethal
gene during mass rearing (Heinrich and
Scott 2000, Christophides et al 2001).

Recombinant DNA methods also could allow unique molecular markers, such as green
fluorescent protein (GFP), to be inserted into the sterile insects, which might allow SIRM
program managers to more easily discriminate between released sterile males and wild
fertile males caught in the traps used to monitor the progress of the SIRM program (Handler
and McCombs 2000, Higgs and Lewis 2000, Handler and Harrell 2001). Current marking
methods using fluorescent dusts are not satisfactory because they can reduce fitness of the
insects and the dyes do not always adhere, which could lead program managers to conclude
that more wild insects are present in the field than is true.

Other significant benefits could be obtained if recombinant DNAmethods make it possible
to control the sex of insects being reared in SIRM programs, to introduce lethal genes or
genetic loads into pest populations, or to produce vectors of human and animal diseases that
are unable to transmit diseases such as malaria, dengue, yellow fever, and sleeping sickness
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(Crampton et al. 1990, Meredith and James 1990, Beard et al. 1992, 1993, Collins 1994,
Curtis 1994, Fryxell and Miller 1995, Evans 1996, Olson et al. 1996, Beaty and Carlson
1997, Durvasala et al. 1997, Gorman et al. 1997, Pfeifer and Grigliatti 1996, Higgs et al.
1998, Beard et al. 2000, Beaty 2000, Blair et al. 2000, Capurro et al. 2000, Collins et al.
2000, Heinrich and Scott 2000, Kokoza et al. 2000, McCarroll et al. 2000, Robinson and
Franz 2000, Thomas et al. 2000, Adelman et al. 2001, Dimopoulos et al. 2001, James 2001,
Yoshida et al. 2001). See Table 14.1 for an outline of the concepts involved.

Recombinant DNA techniques could make genetic improvement of beneficial insects,
such as silkworms (Bombyx mori), honey bees (Apis mellifera), or natural enemies, more
efficient and less expensive (Beckendorf and Hoy 1985, Walker 1989, Heilmann et al.
1994, Walker et al. 1995, Beckage 1998, Table 14.1). Once a useful gene has been cloned,
it could be inserted into a number of beneficial species in a relatively short time. Furthermore,
recombinant DNA methods broaden the number and type of genes potentially available for
use; no longer is a project dependent upon the intrinsic genetic variability of the species
under study.

Many have speculated about the role that recombinant DNA methods could play in
the genetic control of insects that serve as the vectors of human and animal diseases or
pests of agricultural crops. Some consider transgenic technology to be a new and vitally
important pest management tool for the control of serious pests that cannot be controlled
by any other means. Others have expressed reservations about the goals and methods sug-
gested. For examples of different viewpoints, see Whitten (1985), Walker (1989), Crampton
et al. (1990), Meredith and James (1990), Eggleston (1991), Fallon (1991), Handler and
O’Brochta (1991), Besansky and Collins (1992), Kidwell and Ribeiro (1992), Collins
(1994), Collins and Besansky (1994), Curtis (1994), Gwadz (1994), Hoy (1993, 1995,
2000a,b), Spielman (1994), Durvasala et al. (1997), Ashburner et al. (1998), Curtis and
Townson (1998), Beaty (2000), Blair et al. (2000), Collins et al. (2000), Curtis (2000,
2001), James (2000, 2001), Robinson and Franz (2000), Spielman et al. (2002).

There are limitations to transgenic methods at present that require additional research.
For example, traits primarily determined by single major genes are most appropriate for
manipulating insects by recombinant DNAtechniques at present. Methods for manipulating
and stabilizing traits that are determined by complex genetic mechanisms are not yet feasible
with insects, although such methods could be developed using procedures developed by
plant molecular geneticists as models.

14.5. What Is Involved in a Project Using
Recombinant DNA Methods?

Genetic manipulation by recombinant DNA techniques involves several steps and requires
substantial investments of time and resources to answer the questions in Table 14.2.
A successful project outcome probably will require that we have a thorough knowledge of
the biology, ecology and behavior of the target species. Identifying one or more specific traits
that, if altered, potentially would achieve the goals of the project is a critically important
planning step (Table 14.2). Suitable genes must be identified and cloned, and appropri-
ate regulatory sequences must be identified so that the inserted gene will be expressed at
appropriate levels in the correct tissues and at a relevant time.

Stable transformation involves incorporating the genetic information into the germ line
(ovaries and testes) so that the new genetic information is transmitted to succeeding
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generations. Several approaches have been successful in inserting foreign DNA into the
genome of insects (O’Brochta and Atkinson 1997, Handler 2001, Table 14.3). Several
transformed lines are developed and evaluated to determine which are most fit and stable
in the laboratory; such evaluations should be conducted in a manner to preclude accidental
release into the environment by using appropriate containment conditions and procedures
(Hoy et al. 1997, Young et al. 2000, USDA-APHIS Web site 2001). If laboratory tests
indicate that the transgenic strain is fit and the trait is stably and appropriately expressed,
the transgenic strain(s) may be evaluated in greenhouses or small field plots to confirm their
efficacy and fitness under more natural conditions (Table 14.2, Figure 14.1).

The goals of genetic manipulation of pest and beneficial insects are different, although
most of the steps are similar (Table 14.2). The goal is to reduce or eliminate the pest
population, or its impact; by contrast, the goal is to enhance or increase the population of
beneficial arthropods, or their impact, in the field (Hoy 2000a,b).

Table 14.2. Questions to Answer When Developing a Genetic Manipulation Project If

It Is to Be Deployed Successfully

PHASE I. Defining the problem and planning the project

• What genetic trait(s) limit effectiveness of beneficial species or might reduce damage caused by the pest?
- Do we know enough about the biology, behavior, genetics, and ecology of the target species to answer

this question?
- Is the potential trait determined by single or multiple genes?

• Can alternative control tactics be made to work more effectively and inexpensively than genetic
manipulation projects, and are they more environmentally friendly?
- The costs of genetic manipulation projects are high, and the time to develop a functional program can be

quite long.
- Transgenic technology may not be appropriate if traditional genetic or other control methods can be used

because issues surrounding risk assessment of releasing transgenic arthropods into the environment for
permanent establishment have not been resolved.

• How will the genetically manipulated strain be deployed?
- Will releases be inoculative and some type of selection or drive system used to replace the wild strain?
- Will the desired genes be introgressed (introduced) into the wild population? What selection mechanism

will be used?
- Will augmentative releases of very large numbers be required?
- Will multiple releases be required over many years?

• What risk issues, especially of transgenic strains, should be considered in planning?
- If pesticide resistance genes are used as a selectable marker for beneficial species, is there a possibility

of the resistance gene moving to a pest?
- What is known about the potential for horizontal gene transfer?
- If transposable element or viral vectors are used in the transformation process, what risks might they

pose if the transgenic strain is released into the environment?
- What health or other hazards might be imposed on human subjects if the transgenic strain were released?

• What advice do the relevant regulatory authorities give regarding your plans to develop a transgenic strain?
- Which agencies are relevant to consult for your project?

PHASE II. Developing the genetically manipulated strain and evaluating it in the laboratory

• Where will you get your gene(s)?

- Should the transgene(s) sequence be modified to optimize expression in the target species if it is from a
species with a different codon bias?

continues
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Table 14.2. continued

• Is it important to obtain a high level of expression in particular tissues or life stages?
- Where can you get the appropriate regulatory sequences?

• How can you maintain or restore genetic variability in your selection or transgenesis program?

- Because both artificial selection and transgenic methods typically involve substantial inbreeding to obtain
pure lines, how will you outcross the manipulated strain with a field population to improve its adaptation
to the field or otherwise increase genetic variability?

• What methods can you use to evaluate “fitness” in artificial laboratory conditions that will best predict
effectiveness in the field?
- Have life table analyses and laboratory studies of the stability of the trait under no selection been correlated

with efficacy in the field?
- Is it possible to carry out competitive population cage studies?

• Do you have adequate containment methods to prevent premature release of the transgenic strain into the
environment?
- Have these containment methods been reviewed by appropriate regulatory authorities?

• Do you have adequate rearing methods developed for carrying out field tests?
- Are artificial diets available to reduce rearing costs?
- Are quality control methods available to maintain quality during mass rearing?

• What release rate will be required to obtain the goals you have set?
- Do you have an estimate of the absolute population density of the target species in your field test?
- What release model are you applying: inundative, inoculative, introgression, complete population

replacement?

• Have you tested for mating biases, partial reproductive incompatibilities or other population genetic problems?
• If the strain is transgenic, have you obtained approval from the appropriate regulatory authorities to release

the strain into the greenhouse or small plot?
- Can you contain it in the release site?
- Can you retrieve it from the release site at the end of the experiment?
- Can you mitigate if unexpected problems arise?

• How will you measure effectiveness of the modified strain in the field trials?

PHASE III. Field evaluation and eventual deployment in practical pest management project

• If the small-scale field trial results obtained in Phase II were promising, questions remain to be asked prior to
the deployment of the manipulated strain.
- Are mass rearing methods adequate?
- Is the quality control program in place?
- Is the release model feasible?
- Were there unexpected reproductive incompatibilities between the released and wild populations?

• If permanent releases are planned, have all the risk issues been evaluated?

• How will the program be evaluated for effectiveness?

• Will the program be implemented by the public or private sector?

• What will the program cost and what are the benefits?

• What inputs will be required to maintain the effectiveness of the program over time?

Modified from Hoy (2000a).

14.6. What Germ-Line Transformation Methods
Are Available?

Inserting cloned DNA into insects can be accomplished using several different techniques
(Table 14.3). If the inserted DNA is incorporated into the chromosomes in the cells that give
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Table 14.3. Gene Transfer Methods for Developing Transgenic Arthropods

Method of inserting DNA
Stable or transient
transformation Host range species, order(s)

Gene targeting
Homologous recombination Stable D. melanogaster, Diptera;

not yet used with other insects
Targeted gene replacement Stable D. melanogaster, Diptera;

not yet used with other insects

Modify microbial symbionts (paratransgenesis) of insects
Gut symbionts Stable Symbionts chosen have narrow host range

Transposable element vectors
Hermes Stable From Musca domestica, Diptera; transformed

D. melanogaster, Aedes aegypti, Tribolium
castaneum, Ceratitis capitata, Stomoxys
calcitrans, Diptera and Coleoptera

hobo Stable From D. melanogaster, Diptera; transformed
D. melanogaster and D. virilis, Diptera

mariner Stable Widespread; transformed D. mauritiana,
M. domestica, Bombyx mori cells, Diptera and
Lepidoptera

Minos Stable From Drosophila hydei, Diptera; Transformed
C. capitata and Anopheles stephensi, Diptera

piggyBac Stable From Tricoplusia ni, Lepidoptera; Transformed
several Diptera, Lepidoptera and Coleoptera

Viral vectors
Baculoviral vectors Transient Used to express proteins in insects or insect cell

cultures; primarily Lepidoptera, but can
integrate into mammal chromosomes; efforts
to produce stable transformation are underway

Pantropic retroviral vectors
Engineered with broad host

range

Stable (goal)
Transient now

Evaluate genes and regulatory elements; very
broad host range due to modification,
including humans

Parvoviridae vectors Transient
Stable in future

Host range is limited to mosquitoes (?)

Polydnavirus vectors Stable Transforms lepidopteran and coleopteran cells in
culture

Retroviruses and
retrotransposons

Potentially stable Modify gypsy to be a vector?

Sindbis virus vectors Transient Evaluate genes and regulatory elements; virus
host range primarily Culex and Aedes
mosquitoes and birds; horizontal transmission
via water and cannibalism; vertical
transmission via venereal transmission (?)

rise to the ovaries and testes, the foreign genetic material could be transmitted faithfully
and indefinitely to successive generations (stable germ-line transformation).

Initial research on stable transformation methods was accomplished with Drosophila
melanogaster when it was discovered that the P element could be genetically manipulated
to serve as a vector to carry foreign genes into the chromosomes of germ-line cells
(Rubin and Spradling 1982, Spradling and Rubin 1982; see also Chapter 9). The genes
carried by the P-element vector became stably integrated into the chromosomes of
D. melanogaster and were expressed.
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14.6.1. P -Element Vectors

In molecular genetics, vectors are self-replicating DNA molecules that transfer a DNA seg-
ment between host cells. After the pioneering research of Rubin and Spradling (1982),
P-element vectors were investigated as possible gene vectors for insects other than
Drosophila, but generally they failed to function in insects outside the Drosophilidae
(O’Brochta and Handler 1988, Handler 2000, Atkinson et al. 2001; see also Chapter 9).
During this early work, mosquitoes (Aedes aegypti, Anopheles gambiae, and Ae. triseriatus)
were transformed, but the rate of transformation was low (less than 0.1% of the microin-
jected embryos) and there is no evidence that the transformation was mediated by the P
element (Morris et al. 1989, Miller et al. 1987, McGrane et al. 1988). As a result, a variety

Figure 14.1. A) A transgenic strain of the predatory mite Metaseiulus occidentalis (Acari: Phytoseiidae)
containing a lacZ marker gene first was released into the field onApril 10, 1996, in Gainesville,
Florida. This was a short-term release designed to evaluate the fitness of the strain, its stability,
and our ability to predict its behavior and to contain it. Because this predatory mite lacks wings
and tends to stay on the release plants if provided adequate prey, these predators were released
into the center row of potted plants with the outside row of pesticide-treated plants serving
as traps to reduce the likelihood of escape from the plot. The white poles surrounding the
release site contain clear sticky panels (not visible) at two heights to monitor any movement
of the predators out of the plot; only 2–3 were collected on the sticky panels over the course of
the experiment. At the end of the experiment, the plants were placed in plastic garbage bags
and autoclaved to preclude the transgenic predators from persisting in the environment. This
predator, originally from the western United States, is unable to persist in Florida’s hot, wet
summers and so was climatically contained and could not permanently establish. Furthermore,
no wild-type population was present with which it could interbreed. B) Prior to making the
release, approval was obtained from the University of Florida’s biosafety committee, the
Florida Department of Agriculture and Consumer Services, the United States Department
of Agriculture—Animal and Plant Health Inspection Service, the Florida Department of the
Environment, and the U.S. Fish and Wildlife Service. Personnel from these agencies were
present at the release site to ensure that the requirements of the permit were met.
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Figure 14.1. continued

of other methods for achieving transformation have been evaluated (Atkinson et al. 2001,
Table 14.3).

14.6.2. Other Transposable Element Vectors

TEs such as Hermes, hobo, mariner, Minos, and piggyBac have been isolated from insects
and genetically modified for use as vectors to transform insects other than D. melanogaster
(Table 14.3). The process of evaluating such vectors typically involves first using transient
assays to determine whether the vector functions in insect cells in cell culture or in transiently
transformed insects (Handler 2001). Each vector is described briefly, including its source
and potential host range, which may be relevant for risk assessment.

14.6.2.1. Hermes

Hermes was discovered in Musca domestica (O’Brochta et al. 1996) and is known to
function in four dipteran families (Drosophilidae, Calliphoridae, Tephritidae and Muscidae)
(Atkinson and O’Brochta 2000). Cell lines of Anopheles gambiae were stably transformed
by Hermes (Zhao and Eggleston 1998), and Hermes transposed in embryos of Aedes aegypti
(Sarkar et al. 1997b).

Two strains of M. domestica exhibited low rates of transformation (Sarkar et al. 1997a),
perhaps because Hermes is endemic in housefly populations and some form of genetic resis-
tance to Hermes has been selected for. Likewise, the sheep blowfly strain (Calliphoridae)
tested exhibited low levels of transposition, perhaps because a Hermes-like element (hermit)
is present in the blowfly genome. Stomoxys calcitrans (O’Brochta et al. 2000), Ceratitis
capitata (Michel et al. 2001), and Aedes aegypti (Jasinskiene et al. 1998, 2000) have been
transformed with Hermes. However, integrations of Hermes into Ae. aegypti did not occur
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precisely, suggesting that Hermes could have integrated into the genome by an abnormal
mechanism (Jasinskiene et al. 2000).

14.6.2.2. hobo

hobo, isolated from D. melanogaster, can function as a vector in several drosophilids
(Handler and Gomez 1996), in lepidopteran (Trichoplusia ni and Helicoverpa zea) cells
(DeVault et al. 1994, 1996), as well as in several tephritids (Anastrepha suspensa,
Bactrocera dorsalis, B. cucurbitae, C. capitata, and Toxotrypana curvicauda) (Handler
and Gomez 1996).

The stability and effectiveness of the transformed insect strains developed for pest man-
agement programs depend on the stability of the inserted gene within the genome. As a
result, it is desirable to examine the genome of the population undergoing transformation to
be sure that endogenous elements related to the vector are lacking before conducting trans-
formation experiments with a TE vector. For example, tephritid flies transformed with hobo
vectors were unstable, and excision was stimulated by heat shocks that presumably elicited
the production of an endogenous hobo-like transposase (Atkinson et al. 1993). The excision
rate was 8- to 10-fold higher than that seen for hosts lacking endogenous transposase.

It appears that it is insufficient to examine the target insect for endogenous versions
of hobo. Laboratory assays indicated that hobo transposase functioned with both hobo and
Hermes substrates (Sundararajan et al. 1999). On the other hand, Hermes transposase rarely
was able to excise hobo elements from plasmids.

The TE family that includes hobo includes elements from plants, fungi, fish, insects, and
humans. Thus, it appears to move horizontally relatively easily. For example, hobo appears
to have invaded D. melanogaster populations after 1960 (Bonnivard et al. 2000). The broad
host range makes hobo desirable as a vector for inserting transgenes into insects, but could
be considered a negative attribute from the point of view of risk assessment when transgenic
insects are evaluated prior to their release into the environment.

14.6.2.3. mariner

The mariner element initially was isolated from Drosophila mauritiana, but is extremely
widespread among arthropods (Robertson 1993, 1995, Robertson and Lampe 1995) and is
present in many other organisms, including nematodes (Grenier et al. 1999, Leroy et al.
2000), flatworms (Garcia-Fernandez et al. 1995) and hydras (Robertson 1997). This TE
is found in mammals, including humans (Auge-Gouillou et al. 1995, Oosumi et al. 1995,
Robertson and Martos 1997). A mariner vector was used to transform the chicken (Sherman
et al. 1998), the zebrafish (Fadool et al. 1998) and the protozoan Leishmania major,
(Gueiros-Filho and Beverley 1997).

The broad host range of mariner raises the question as to whether there is a risk that
active mariner (or other TEs) purposefully released in insect control programs as “drivers”
could invade the human or other genomes. At least two different subfamilies of mariner
have been isolated from the human genome, which suggests our genome was invaded more
than once. In fact, Oosumi et al. (1995) suggested that mariner vectors could be used to
transform human cells, and Plasterk et al. (1999) engineered a mariner element to make
it more active in human cells. The element (Sleeping Beauty) had 25-fold higher levels
of activity in human cells than the “standard” mariner. However, the presence of ancient
and degenerated mariner elements in the human genome could indicate that humans have
developed resistance to invasion by mariner, suggesting the risk could be low.
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To date, rates of transformation of arthropods with mariner vectors have been low (Lampe
et al. 2000, Coates et al. 1995, Wang et al. 2000), perhaps because many insect species
have, over evolutionary time, developed the ability to suppress its damaging effects. The
mariner vector was shown to transpose in embryos of Aedes aegypti and to transform it
(Coates et al. 1998) as well as Musca domestica (Yoshiyama et al. 2000a). The mariner
element could be made more effective as an arthropod vector through genetic manipulation
(Lampe et al. 1999).

14.6.2.4. Minos

Minos was discovered in Drosophila hydei and can transpose in cells and embryos
of D. melanogaster, Bombyx mori, and Anopheles stephensi (Catteruccia et al. 2000a,
Klinakis et al. 2000a, Shimizu et al. 2000) and also produce stable germ-line transforma-
tion (Loukeris et al. 1995, Catteruccia et al. 2000b). Minos can transform human cell lines
(Klinakis et al. 2000b), which could elicit concerns about risks if Minos is used to transform
insects destined for release into the field in pest management programs. To reduce poten-
tial risk with transgenic insects used in pest management programs, it may be necessary
to eliminate Minos vector sequences (and other TE vector sequences) after transformation
of the insect line even if the element has been “disabled.” See the discussion below on
“conversion,” which indicates that, under some circumstances, even disabled vectors can
become active.

14.6.2.5. piggyBac

The piggyBac element was isolated from a nucleopolyhedrosis virus infecting cell cultures
of the moth Trichoplusia ni (Fraser 2000). It transposes in a cell line of another moth (Fraser
et al. 1995, Elick et al. 1996) and in embryos of D. melanogaster, Ae. aegypti, and An.
gambiae (Grossman et al. 2000) and the cabbage looper Trichoplusia ni (Lobo et al. 1999).
In addition, Ceratitis capitata (Handler et al. 1998), Pectinophora gossypiella (Peloquin
et al. 2000a), Bombyx mori (Tamura et al. 2000), and Tribolium castaneum (Berghammer
et al. 1999) were transformed with a piggyBac vector, suggesting it has a broad host range.

14.6.3. Viral Vectors

Several types of viruses have been modified to serve as vectors in insects or insect cells
(Burns 2000, Carlson et al. 2000, Olson 2000, Terzian et al. 2000, Webb 2000). In some
cases, these viruses are intended to yield stable transformation, but others are expected to
result in a short-term transformation of the infected tissues (Table 14.3).

14.6.3.1. Baculovirus Vectors

Nuclear polyhedrosis viruses (NPV), or baculoviruses, have double-stranded, circular DNA
genomes contained within a rod-shaped protein coat. Baculoviruses infect a number of
pest insects, and several have been used as biological pesticides, including Autographa
californica NPV and Lymantria dispar NPV (Shuler et al. 1994). These, and the Bombyx
mori NPV, have been exploited as vectors to carry exogenous DNA into insect cells (Miller
1988, Iatrou and Meidinger 1990, Yu et al. 1992, Yamao et al. 1999). Baculovirus vectors
are used to produce a high level of commercial proteins in insect cell cultures (Frommer
and Ninnemann 1995, Jones and Morikawa 1996).
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The host range of baculovirus vectors has been found to include human liver cells,
suggesting that baculoviruses could be used for gene therapy in humans (Hofmann et al.
1995). Recombinant baculoviruses recently were found to integrate into Chinese hamster
ovary chromosomes in cell cultures, suggesting they could be used as gene vectors for
transforming mammals in a stable manner (Merrihew et al. 2001).

14.6.3.2. Densonucleosis Virus Vectors

Densonucleosis viruses (Parvoviridae) are linear single-stranded DNAmolecules that appar-
ently are restricted to arthropods. Densovirus vectors are being used to deliver genes into
mosquitoes for laboratory studies of gene expression. Densoviruses also might be used
for biological control programs directed against mosquitoes (Beaty and Carlson 1997)
and may become useful for stable transformation in the future (Carlson et al. 2000). The
Aedes aegypti densonucleosis virus has a relatively restricted host range (Aedes, Culex, and
Culiseta mosquitoes) (Beaty and Carlson 1997, Carlson et al. 2000).

14.6.3.3. Pantropic Retroviral Vectors

Retroviral vectors have been developed by genetically modifying the Moloney murine
leukemia virus so that it contains the G envelope protein from vesicular stomatitis virus
(Burns 2000). These retroviral vectors have a very wide host range (are pantropic), but are
considered to be stable once inserted into the host genome because they lack the genetic
information needed to propagate themselves.

These vectors are being considered for human gene therapy and can be used to transform
fish, cows, clams, and amoebae, as well as lepidopteran and dipteran cells (Burns 2000).
These viruses have been used to study promoter function and regulation in insect cells
(Matsubara et al. 1996, Jordan et al. 1998, Burns 2000). Silkworm embryos infected
with pseudotyped retroviral particles carrying the green fluorescent protein gene construct
yielded larvae that contained these viral vector sequences, indicating the virus integrated
into the genome (Komoto et al. 2000).

14.6.3.4. Polydnaviral Vectors

These are multisegmented DNA viruses found only in the female reproductive tracts of
some hymenopteran wasps. Female wasps inject the viruses when they deposit eggs in a
lepidopteran host, and the viruses disrupt the host immune system, making the host more
suitable for the developing parasitoid.

Polydnavirus DNA can persist within the chromosomal DNA of a gypsy moth cell line,
thus “transforming” it (McKelvey et al. 1996). Insect cell lines from other lepidopteran and
coleopteran species have been transformed by this polydnavirus (Gundersen-Rindal et al.
1999). Thus, polydnaviruses potentially could be used as vectors to insert foreign DNA into
some insects.

14.6.3.5. Retroviral and Retrotransposon Vectors

The gypsy element in D. melanogaster is infectious and is therefore a retrovirus; it is
the first retrovirus to be identified in invertebrates (Kim et al. 1994, Bucheton 1995).
gypsy normally is repressed (prevented from moving) by a gene in Drosophila called
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flamenco. Apparently, gypsy elements invaded D. melanogaster a long time ago, and
D. melanogaster survived the invasion because variants of the flamenco gene were able
to suppress the activity of the invading gypsy (Pelisson et al. 1997). This is a fine example
of the ability of insects to evolve resistance to transposable or other elements that cause
genetic damage. Because gypsy is infectious, it could be modified as a vector to stably
transform insects.

14.6.3.6. Sindbis Virus Vectors

Alphaviruses (Togaviridae) have a single-stranded RNA genome and have been genetically
engineered as expression vectors (Beaty and Carlson 1997). These viruses can be grown
in mammalian cells, and the viruses produced can infect either mosquitoes or mosquito
cell cultures. Infection is sustained and Sindbis infection was used to express an antisense
form of a dengue protein in Aedes aegypti adults, making the mosquitoes unable to transmit
this human viral disease (Olson et al. 1996, Olson 2000). The Sindbis virus can be fed to
mosquitoes, allowing expression of transgenes in the midgut (Olson et al. 2000).

14.6.4. Paratransgenesis

Transformation of symbionts of insects is called paratransgenesis. Beard et al. (1992,
1993, 2000) demonstrated that genetic engineering of insect gut symbionts is feasible
by transforming a bacterial symbiont of the Chagas disease vector Rhodnius prolixus. The
extracellular symbiont lives in the insect gut lumen and is transmitted from adult to progeny
by contamination of egg shells or of food with infected feces. The symbionts can be genet-
ically engineered and transmitted to host insects that are lacking symbionts after treatment
with antibiotics. The symbionts of Rhodnius have been transformed with ampicillin and
thiostrepton resistance genes and with genes coding for cecropinAand related pore-forming
molecules (Richards 1993, Beard et al. 2000). The antibiotic resistance genes provide a
selective advantage to the transgenic symbionts so they can survive antibiotics in the blood
meal. The cecropin A and related molecules can make holes in membranes, perhaps leading
to lysis of the Chagas disease pathogen.

Symbionts of tsetse flies (Glossina species), which are vectors of both animal and human
African sleeping sickness, also have been transformed (Richards 1993, Cheng and Aksoy
1999, Aksoy et al. 2001). Proposals have been made to release tsetse flies carrying transgenic
symbionts so the released flies could replace or outcompete native populations but fail to
transmit the disease. Because the host range of these bacteria is narrow, horizontal movement
of the transformed bacteria is unlikely.

Extracellular bacteria isolated from the gut of the walnut husk fly Rhagoletis completa
was transformed with enhanced green fluorescent protein and zeomycin resistance genes
(Peloquin et al. 2000b). This modified bacterium, if ingested, could express and deliver
proteins into the gut that could enhance the nutrition of the flies, improving their vigor and
competitiveness for genetic control programs using sterile insects.

14.6.5. FLP-Mediated Recombination

The ability to introduce cloned genes into the germ line at a predictable chromosomal
site is especially desirable, because it reduces the likelihood of position effects on gene
expression (Table 14.3). Genes introduced by TE and viral vectors insert more or less
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randomly into the chromosomes, making it difficult to predict how well the transgene will
be expressed.

One method for accomplishing precise insertion is based on a system found in the
yeast Saccharomyces cerevisiae. A gene for yeast recombinase, FLP recombinase, and
two inverted recombination target sites (FRTs) that are specifically recognized by the FLP
recombinase have been cloned. The FLP-FRT system has been modified to insert DNA into
a specific site in a Drosophila chromosome (Konsolaki et al. 1992, Simpson 1993, Golic
et al. 1997). If the FRT sites can be inserted into other insects, the system could reduce
concerns about unstable transformation that are elicited by TE and other vectors.

Because a stable FRT site must be present in the genome, a number of different lines
carrying FRT sites in different chromosomal locations will have to be evaluated to determine
which site permits better expression of the introduced genes. The FRT system is introduced
into D. melanogaster using P-element vectors, so vector sequences may have to be removed
to preclude subsequent movement.

14.6.6. No Vectors

Afew experiments have delivered linear or circular plasmid DNAinto the genome of insects
without using a specific vector (Walker 1989, Presnail and Hoy 1992, 1996). This approach
has the advantage of eliminating potential risks of introducing vector sequences into the
insect genome, which could result in increased stability of the inserted genes in the genome.
It assumes that the inserted gene is no more likely than any other gene to be moved by “wild”
TEs or viruses.

14.7. Current and Potential Methods to Deliver
Foreign DNA into Arthropod Tissues

A variety of methods have been evaluated for delivering genes and vectors into the insects
in order to achieve transformation (Atkinson et al. 2001, Table 14.4). Current methods
include microinjection of TE vectors and other vectors into dechorionated insect eggs or
microinjection of plasmids directly into the testes of males or the abdomen of female
mites or insects (maternal microinjection). Less frequently, DNA has been delivered by
soaking eggs in DNA, using sperm to carry foreign DNA into eggs of the honey bee, using
microprojectiles (gene gun technology) to insert DNA into insect eggs, electroporation
of DNA into insect eggs, and transplanting nuclei and cells. Transformation of an insect
microbial gut symbiont (called paratransgenesis because the insect genome has not been
modified) has been used for tsetse fly and the vector of Chagas disease. Future methods
might involve inserting artificial chromosomes into the insect genome, especially if multiple
genes are to be inserted.

14.8. What Genes Are Available to Insert?

Cloned DNA can be isolated from the same or other species. It is technically feasible
to insert genes from microorganisms into arthropods and have the DNA transcribed and
translated, although coding sequences isolated from microorganisms must be attached to
promoters (controlling elements) and other regulatory sequences derived from a eukaryotic
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Table 14.4. Current and Potential Methods to Deliver Foreign DNA intoArthropodTissues

Method of delivering DNA Example(s) (selected references)

Artificial chromosomes
Insert genes into artificial chromosome,
insert chromosome into genome

Not yet achieved with insects but feasible with yeast and
mice (Peterson et al. 1997)

Biolistic Methods
“Gene gun” D. melanogaster (Baldarelli and Lengyel 1990)

Anopheles gambiae eggs (Mialhe and Miller 1994)
Bombyx mori salivary glands (Horard et al. 1994)

Electroporation
Electric current punches holes in
membranes, letting DNA in

Bombyx mori eggs (Shamila and Mathavan 1998)
D. melanogaster, transient expression (Kamdar et al. 1992)
Helicoverpa zea, Musca domestica (Leopold et al. 1996)

Microinject eggs after dechorionation
Method originating with D. melanogaster
(Santamaria 1986), modified for each egg
type

Bombyx mori (Nikolaev et al. 1993, Nagaraju et al. 1996)
Musca domestica (Yoshiyama et al. 2000b)
Pectinophora gossypiella (Peloquin et al. 1997)

Microinject abdomens of females
Maternal microinjection Metaseiulus occidentalis (Presnail and Hoy 1992)

Cardiochiles diaphaniae (Presnail and Hoy 1996)

Microinject testes Bombyx mori (Shamila and Mathavan 1998)

Nuclear transplantion D. melanogaster (Zalokar 1981)
Chimeric larvae of honey bee produced (Omholt et al. 1995)

Sperm-mediated transformation
Insert DNA into genome via artificial
Insemination

In vitro association of DNA with sperm (Atkinson et al.
1991)
Apis mellifera (Robinson et al. 2000)

organism so that the gene can be expressed in insects. The regulatory sequences determine
when a gene will be transcribed, at what level, in what tissues, and how long the messenger
RNA can be used for translation. Considerable research is under way to identify regulatory
sequences that regulate genes in specific insect tissues, such as the salivary glands and gut
(Angelichio et al. 1991, Bhadra et al. 1997, Cheng and Aksoy 1999, Coates et al. 1999,
Box 14.1).

It also may be possible to isolate a gene from the species being manipulated, alter it, and
reinsert it into the germ line, although this approach has not yet been attempted in insects
other than Drosophila. This approach has received increased interest in plant breeding using
recombinant DNA methods because it decreases concerns about risks.

Box 14.1 lists some of the projects being conducted and genes that are being evaluated. For
example, increased freeze resistance in frost-susceptible beneficial insects may be increased
by gene transfer. Antifreeze protein genes cloned from the wolffish Anarhichas lupus and
the winter flounder Pleuronectes americanus have been expressed in transgenic Drosophila
(Rancourt et al. 1990, 1992, Peters et al. 1993, Duncker et al. 1995, 1996). Increased
dosage of antifreeze genes resulted in improved levels of expression in D. melanogaster
(Duncker et al. 1999). Although additional work is required to obtain beneficial insects
that are able to tolerate cold temperatures, the results suggest that subtropical or tropi-
cal species of natural enemies could be modified to survive in a much broader range of
climates.
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Box 14.1. Some Current Research Relevant to the
Control of Pest, or Improvement of Beneficial
Arthropods Using Recombinant DNA Methods

Project goals Species Selected reference(s)a

Genome sequencing/analysis
–Linkage and physical maps

integrated
Aedes aegypti Brown et al. 2001

–Quantitative trait loci (QTL)
analysis of susceptibility to
Plasmodium gallinaceum (bird
malaria) or Brugia

Ae. aegypti Morlais and Severson,a

Severson 1994, Beerntsen
et al. 1995

–QTL analysis of encapsulation
of malaria

Anopheles gambiae Gorman et al. 1997

–Expressed sequence tags from
ovary, larval, and pupal cDNA
libraries analyzed for gene
expression

Ae. aegypti Gao et al.a

–Bacterial artificial chromosome
(BAC) library constructed

Bombyx mori Wu et al. 1999

–BAC library analysis Genome
project organized

An. gambiae Roth et al.a

Collins et al. 2000
–QTL analysis of refractoriness

and insecticide resistance
An. gambiae Zheng et al. 1997

Ranson et al.a

–Analysis of differentially
expressed genes during
infection

Culicoides sonorensis that
transmits epizootic hemorrhagic
disease of deer

Campbell et al.a

–Genome sequenced completely D. melanogaster Adams et al. 2000
–Genetic variability in insects

able to transmit disease
Variability of various species

reviewed
Gooding 1996

Marker genes for transformation
–Enhanced green fluorescent

protein (EGFP) with PAX-6
promoter

Appears to function in many insect
species

Wimmer et al.a

Pinkerton et al. 2000

Allows transformed insects to be
identified easily

Could serve as a marker in insects
released into the environment for
SIRM projects

–Eye color genes as selectable
markers

Selectable markers in insects other
than Drosophila markers

Sarkar and Collins 2000,
Zwiebel et al. 1995,
White et al. 1996,
Cornel et al. 1997,
Ke et al. 1997

–Green fluorescent protein (GFP) Marker genes for transgenic insects Higgs and Lewis 2000,
Handler and Harrell 2001

–Insecticide/antibiotic resistance
genes

Potential markers for transgenic
insects

ffrench-Constant and
Benedict 2000

Models to drive genes into wild pest populations
–Female-specific lethal system Introduce refractoriness into vector

populations
Sinkins and Hastingsa

–Transposable elements Invasion of populations by TEs Brookfield 1996,
Brookfield and Badge 1997,
Badge and Brookfield 1997
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Box 14.1. continued

Project goals Species Selected reference(s)a

–Selfish DNA elements Drive genes into populations Hastings 1994, Pfeifer and
Grigliatti 1996, Kiszewski
and Spielman 1998, Tsitrone
et al. 1999

–Notch mutant from
D. melanogaster

Cause dominant cold-sensitive
lethality in heterozygous
embryos of D. melanogaster

Fryxell and Miller 1995

–Release of insects carrying a
dominant lethal (RIDL)
(modified SIRM)

Released insects carry a
conditional, dominant,
sex-specific gene that can be
made lethal in the laboratory
but not in the field;
D. melanogaster used as a
model

Thomas et al. 2000

–Release of pesticide-resistant
natural enemies

M. occidentalis, Trioxys
pallidus

Hoy 1995, Caprio et al. 1991
Caprio and Hoy 1994, 1995

Partial premating isolation,
metapopulation dynamics

Tissue- or stage-specific regulation of transgenes
–Repressors, enhancer–promoter

specificity, chromatin
modification

Drosophila (model insect) Keller et al.a

–Ecdysteroid response Drosophila Brodu et al.a

Riddiforda

–Stage- and tissue-specific
genes elicited by a blood meal
in mosquitoes

Ae. aegypti Raikhel,a Moreira et al. 2000,
Coates et al. 1999

–Male-specific promoter to
develop genetic sexing tool
for sterile insect releases

Promoter isolated from
D. melanogaster functions in
males of Ceratitis capitata

Christophides et al.
2001

–Use sex-specific promoter to
drive expression of a
repressible transcription
factor that controls expression
of a selective lethal gene
product

RIDL system in
D. melanogaster to eliminate
females reared in laboratory
(genetic sexing)
Males sterile without
irradiation

Thomas et al. 2000

Traits to modify
–Chemosensory receptors Drosophila (model) Warr et al.a

–Cold tolerance Insert fish antifreeze protein
into D. melanogaster

Duncker et al. 1995, 1996,
Walker et al. 1995

–Deliver vaccines Use mosquitoes to inject
proteins to induce immune
response to diseases, such as
malaria, in humans

Stowell et al. 1998, Karras
et al. 1998

–Gene silencing obtained with
Hermes and piggyBac TE
vectors containing dsRNA

D. melanogaster, Bactrocera
tryoni, Helicoverpa armigera

Whyard et al.a

–Heat shock response D. melanogaster Feder et al. 1997
–Increase life span D. melanogaster Tower 2000
–Sex determination D. melanogaster (model) Bakera
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Box 14.1. continued

Project goals Species Selected reference(s)a

D. melanogaster, repressible system
for males only
An. gambiae
Ceratitis capitata
Lucilia cuprina

Heinrich and Scott 2000

Pannuti et al. 2000
Robertson et al.a

Scott et al.a

Ability to transmit malaria and other diseasesc

–Anti-circumsporozoite protein
prevents invasion of mosquito
salivary glands

Ae. aegypti
Plasmodium gallinaceum and
yellow fever, as model

James et al.a

Capurro et al. 2000

–SG1 peptide binds to salivary
glands/midgut interrupting
malaria transmission

An. gambiae Gosh et al.a

–Immunotoxin in bacteria inhibit
malaria parasite

Transformation of E. coli with
antibody that kills Plasmodium
berghei in mosquito midgut

Yoshida et al. 2001

–Salivary gland genes Various blood-feeding mosquitoes
(An. stephensi, An. gambiae, An.
arabiensis, Ae. aegypti, Culex
quinquefasciatus) and sandflies
(Phlebotomus papatasi, Lutzomyia
longipalpis)

Valenzuela et al.a

–Innate immunity against
protozoal and viral diseases

An. gambiae, Ae. aegypti, Glossina
palpalis

Immunity to malaria in An. gambiae

Luna and Zhenga

Schneider,a

Barrillas-Mury et al. 2000
Dimopoulos et al.
1997, 2001

–Melanization immunity in
mosquitoes to reduce disease
transmission

Armigeres subalbatus (vector of
filarial worm Brugia malayi)
An. gambiae (vector of several
malaria species)
Isolation of prophenoloxidase 1
gene in An. gambiae

Christensen et al.,a

Romans,a Shiao et al.a

Ahmed et al. 1999, Zheng
1997

–Encapsulation of invading
pathogens

Pseudoplusia includens (model
lepidopteran)
Role of polydnavirus in
suppressing immunity

Strand et al.,a

Beck and Stranda

–Dominant, repressible lethal
genetic control system

D. melanogaster (model) Thomas et al.a

–Resistance to dengue virus
using complementary sense
and antisense RNA

Culex or Aedes mosquitoes
Mosquito cell lines resistant to
dengue virus

Olsona

Travanty et al.a

–Resistance to malaria/filaria by
defensin

An. gambiae
Ae. aegypti resistance to Brugia
malayi

Eggleston et al. 2000
Vizioli et al. 2001,
Lowenberger et al. 1996

–Resistance to yellow fever virus Ae. aegypti resistant with antisense
RNA

Higgs et al. 1998

–Regulation of oxidative stress
after blood meal

An. gambiae Charles et al.a
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Box 14.1. continued

Project goals Species Selected reference(s)a

Genes expressed in
salivary and gut tissues
of tsetse fly

Glossina morsitans morsitans Hao et al. 2001, Li et al.
2001, Yan et al. 2001

Transformation methods (stable and transient)
–Autographa california

nuclear polyhedrosis
virus vector

Bombyx mori Mori et al. 1995

–Baculovirus-mediated
dsRNA gene silencing

Lepidoptera Chouinard et al.a

–Baculovirus vectors for
gene expression

Expression of proteins/vaccines in
cultured insect cells
Adaptation to expression in
mammalian cells

Kost and Condreay 1999

–Densovirus (parvovirus)
vectors for cell
transformation

Isolated from German cockroach and
other insects; Analysis of
promoters in lepidopteran
densovirus; transform Ae. aegypti
with Aedes densovirus

Mukha and Schala , Bossin and
Shirka Carlson et al. 2000,
Afanasiev et al. 1999

–Pantropic retroviral
vectors

Vector based on Moloney murine
leukemia virus contains envelope
glycoprotein of vesicular stomatis
virus

Wide host range, including Insects
(review)

Anopheles, Aedes, and Drosophila
somatically transformed

Burns 2000, Jordan et al. 1998

–Polydnavirus vectors General review; Lymantria dispar
cell lines

Webb 2000, McKelvey et al.
1996

–Retroviral vectors
(insects)

Potential vectors for transfer of genes
into insects

Terzian et al. 2000

–Sindbis infection for
transient assays of viral
interference

Interrupt virus transmission by
mosquitoes

Chimeric virus with enhanced
infection rate by feeding

Blair et al. 2000, Olson 2000,
Seabaugh et al. 1998

–Site-specific
recombination

Use of FLP-FRT system in insects
other than Drosophila

Rong and Golic 2000

–Symbiont transformation Transform gut symbionts to modify
disease transmission

Aksoy et al. 2001, Beard et al.
2000, Cheng and Aksoy 1999,
Durvasala et al. 1997

–Targeted transformation Homologous recombination in insects Eggleston and Zhao 2000
Transposable element vectors

Hermes Ae. aegypti transformed; Ae. aegypti
turns on the anti-bacterial defensin
gene after a blood meal

Jasinskiene et al. 1998, 2000
Kokoza et al. 2000

Culex quinquefasciatus transformed
with GFP

Allen et al.a

Ceratitis capitata transformed Michel et al. 2001
Transformed 11 dipterans and 1

lepidopteran (review)
Atkinson and O’Brochta 2000
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Box 14.1. continued

Project goals Species Selected reference(s)a

mariner Ae. aegypti transformed with purified
transposase

Coates et al. 1998, 2000

Review of recent results
M. domestica transformed

Lampe et al. 2000
Yoshiyama et al. 2000a

Minos An. stephensi transformed with GFP
An. gambiae cells and embryos
assayed

Catteruccia et al.a

Catteruccia et al. 2000a

Bombyx mori embryos assayed Shimizu et al. 2000
piggyBac Ceratitis capitata Handler et al. 1998

Tribolium castaneum Berghammer et al. 1999
D. melanogaster Handler and Harrell 1999
An. gambiae cells and embryos

assayed
Grossman et al. 2000

Ae. aegypti transformed with
defensin/cinnabar

Ahmed et al.,a Lobo et al.a

Review of transformations in other
insects

Fraser 2000

Bombyx mori transformed Tamura et al. 2000
Bactrocera dorsalis transformed Handler and McCombs 2000
Pectinophora gossypiella

transformed with GFP
Peloquin et al. 2000a

Anastrepha suspensa transformed Handler and Harrell 2001
Wolbachia
endosymbionts

Potentially useful for many arthropod
species?

Kidwell and Ribeiro 1992, Sinkins
and O’Neill 2000

aAbstracts from the Keystone Symposium, Genetic Manipulation of Insects, Taos, New Mexico, February
2001, organized by A. S. Raikhel, A. A. James, B. M. Christensen, R. ffrench-Constant and D. O’Brochta;
these abstracts are not in the References Cited section.

Altering longevity of beneficial arthropods might result in more effective biological
control of pests in some environments (Tower 2000). Research on mechanisms of aging may
provide useful genes for modifying longevity of beneficial insects (Clancy et al. 2001, Tatar
et al. 2001). A cloned catalase gene inserted into D. melanogaster provided resistance to
hydrogen peroxide, which is implicated in cell damage, although the life span of transgenic
flies was not prolonged (Orr and Sohal 1992). Overexpression of heat shock protein 70
has been evaluated in D. melanogaster as a mechanism for increasing longevity, but extra
copies of heat shock protein 70 may not be beneficial under all circumstances (Feder 1999,
Silbermann and Tatar 2000). A number of studies report deleterious effects of large amounts
of heat shock proteins, perhaps because the production of excess proteins consumes energy
and substrate so that other functions are affected negatively (Feder 1999).

Other traits that might be important or useful to introduce into beneficial insects
could include shortening developmental rate, enhancing progeny production, altering sex
ratio, extending temperature and relative humidity tolerances, and altering host or habi-
tat preferences (Hoy 1976, Beckage 1998). The availability of the complete sequence of
the D. melanogaster genome increases our ability to identify interesting genes in other
arthropods using sequence similarity of conserved regions.
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For pest insects, it might be desirable to insert genes that slow development, reduce
their ability to overwinter or survive adverse weather, skew the sex ratio to produce a
preponderance of nonvectoring males, or reduce their ability to vector pathogens (Beerntsen
et al. 2000) or their propensity to take blood meals (Box 14.1).

Many of these traits probably are determined by multiple genes, which make them difficult
to manipulate at present. Inserting traits determined by multiple genes into an insect by
recombinant DNA methods has not been achieved, but there are several methods by which
several foreign genes can be introduced into a transgenic plant that might be adapted for
use in insects (Halpin et al. 2001, Hunt and Maiti 2001).

14.9. Why Are Regulatory Signals Important?

Genes consist of coding segments that determine the amino acid sequences in the enzyme or
structural proteins produced. However, whether a coding region is transcribed and translated
in a specific tissue is determined by a number of regulatory sequences in the DNA, including
promoters and enhancers. Some of these regulatory structures are in close proximity to the
coding region, while others may be located farther away. The stability of messenger RNA
is influenced by signals in the RNA, which can influence the amount of protein produced.
It is crucial to obtain expression of the inserted gene at appropriate times and levels, and in
the targeted tissues.

A factor that may be important in maintaining the inserted DNA in the transgenic insect
colony over time is the presence of origins of replication that regulate DNA replication of
the chromosomes. If a transgene is inserted into a region of the chromosome far from a site
where an origin of replication occurs naturally, the gene could be lost over time because it
is not replicated.

Regulatory sequences from insects can be combined with a protein-coding sequence
from a prokaryote such as E. coli to form a DNA construct that will function in an
insect. However, regulatory sequences from prokaryotes do not function in insects.
Because regulatory sequences may vary from species to species, the source of regulatory
sequences chosen may be as important as, or even more important than, the source of the
protein-coding sequences. Furthermore, some regulatory sequences allow genes to be
expressed only in particular tissues or in response to particular stimuli (such as heat shock),
whereas other genes are expressed in most tissues most of the time. If it is important that
the inserted gene function in a tissue- or stimulus-specific manner, it is essential to identify
tissue- or stimulus-specific promoters.

Currently, the number of suitable regulatory sequences available for genetic manipula-
tion of arthropods is somewhat limited, although extensive research is being conducted to
identify more, especially in mosquitoes (Morris et al. 1995, Lu et al. 1997, Li et al. 2001,
Box 14.1). The heat shock (hsp70) promoter from Drosophila has been used extensively,
as have the Drosophila actin 5C, the α1-tubulin, and the metallothionein (Mtn) promoters
(Angelichio et al. 1991, Kovach et al. 1992, Zhao and Eggleston 1999). Modifiers are
known that can cause overexpression of genes in D. melanogaster females (Bhadra et al.
1997).

Project goals will dictate what type of regulatory sequences might be most useful. In some
cases, a low constitutive production of transgenic proteins will be useful, while in other
cases high levels of protein production will be required after inducement by a specific cue.
Researchers may have to evaluate the trade-offs between high levels of protein production
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and the subsequent effect these have on fitness of the transgenic arthropod strain based on
the specific goals of each program.

The presence of introns sometimes may be necessary for high levels of transgene expres-
sion in transgenic insects (Duncker et al. 1997). In addition, the specific location of the
introduced gene can affect its level of expression, so different transformed strains must be
evaluated to obtain one that expresses the trait at the desired level.

14.10. How Are Transformed Insects Identified?

After inserting the desired genes and regulatory elements, the next issue is how to detect
whether the gene has in fact been incorporated into the germ line of the insect. Because
transformation methods remain relatively inefficient, a screening method is needed to
rapidly and consistently identify transformed individuals. This process is relatively simple
in Drosophila, where there is a wealth of genetic information, and visible markers, such as
eye-color genes, can be used to identify transgenic individuals. Most pest and beneficial
arthropods lack such extensive genetic information or markers.

Identifying transformed individuals could be achieved using a pesticide resistance
gene as the selectable marker (ffrench-Constant and Benedict 2000). However, the
release of pesticide-resistant pest arthropods into the environment would create con-
cerns about risk. Researchers working with the Mediterranean fruit fly have resolved
to forego using resistance genes as selectable markers because of concerns about risks
(Ashburner et al. 1998). Concerns about releasing resistant natural enemies might be lower,
except that there is a possibility of horizontal movement of pesticide resistance genes
from beneficial to pest species. No one knows at present how to quantify this potential
risk.

Another option is to use antibiotic resistance genes as selectable markers to identify
transgenic insects. However, horizontal movement of antibiotic resistance genes from
insects into microbes in the environment could result in increased levels of antibiotic resis-
tance in pathogenic microbes; the likelihood of this potential risk has not been measured.
Antibiotic resistance gene markers are no longer considered safe for release into the envi-
ronment in transgenic crops and methods have been developed to remove them (Yoder and
Goldsbrough 1994, Ebinuma et al. 2001, Matthews et al. 2001). It is probably desirable
to eliminate unneeded marker genes from insects prior to their permanent release into the
environment.

Another potential marker is based on the β-galactosidase gene (the lacZ construct) iso-
lated from E. coli, which can be detected by an assay that produces a blue color in the
transformed insects and mites. This construct has been present in a number of organisms
released into the environment, and risks associated with the release of this construct are
considered low (Hoy 2000a,b). Eye color (Zwiebel et al. 1995, White et al. 1996, Cornel
et al. 1997, Ke et al. 1997, Sarkar and Collins 2000) and green fluorescent protein (GFP)
genes (Higgs and Lewis 2000, Horn et al. 2000, Pinkerton et al. 2000) also are considered
to be safe selectable markers if transgenic insects are to be released into the environment.
Unfortunately, transgenic insects with mutant eye-color genes may exhibit abnormal behav-
ior, which could reduce their effectiveness in the field. The effects of GFP on vision could
be important when the GFP gene is expressed in the eyes of insects (Horn et al. 2000).
Normal behavior often is crucial to the function of released insects in pest management
programs.
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14.11. How to Deploy Transgenic Pest and
Beneficial Arthropods

A critically important step is consideration of how to employ the transgenic strain in pest
management programs (Table 14.2, Phase III). Ideally, the questions outlined in Table 14.5
should be considered when initiating the project, because genetic manipulation projects of
beneficial or pest insects are not rapid, inexpensive, or simple.

The efficacy of a “drive” mechanism (such as Wolbachia or active transposable elements)
combined with a “driven gene” to control a pest population has not yet been demonstrated in
any practical pest management program. Although some small-scale experimental releases
have occurred (with nontransgenic insects), this type of pest population manipulation raises
a number of questions regarding risk and effectiveness. Clearly, the driver and the gene to
be driven should be strongly linked if the combined system is to spread through a population
(Curtis 2000, Braig and Yan 2002).

Genetic control (SIRM or SIT) programs usually require repeated releases of large
numbers of sterile pest insects. The insects produced must be free of diseases, vigor-
ous, competitive, and free of genetic deterioration caused by inbreeding or inadvertent

Table 14.5. Some Risk Issues Relevant to Releases of Transgenic Insects into the

Environment

A. Attributes of the unmodified organism
◦ What is the origin of the transgenic organism (indigenous or nonindigenous) in the accessible environment?
◦ What is the insect’s trophic level (predator, parasite, plant feeder) and host range?
◦ What other ecological relationships does it have?
◦ How easy is it to monitor and control it?
◦ How does it survive during periods of environmental stress?
◦ What is the potential for gene exchange with other populations?
◦ Is the insect involved in basic ecosystem processes?

B. Attributes of the genetic alteration
◦ What is the intent of the genetic alteration?
◦ What is the nature and function of the genetic alteration?
◦ How well characterized is the genetic modification?
◦ How stable is the genetic alteration?

C. Phenotype of modified organism compared to unmodified organism
◦ What is the host/prey range?
◦ How fit and effective is the transgenic strain?
◦ What is the expression level of the trait?
◦ Has the alteration changed the organism’s susceptibility to control by natural or artificial means?
◦ What are the environmental limits to growth or reproduction (habitat, microhabitat)?
◦ How similar is the transgenic strain being tested to populations previously evaluated in field tests?

D. Attributes of the accessible environment
◦ Describe the accessible environment, whether there are alternative hosts or prey, wild relatives within

dispersal capability of the organisms, and the relationship of the site to the potential geographic range of
the transgenic strain.

◦ Are there endangered/threatened species present that could be affected?
◦ Are there agents that could move the transgenic strain present in the release environment?
◦ Do the test conditions provide a realistic simulation of nature?
◦ How effective are the monitoring and mitigation plans?

Modified from Tiedje et al. 1989; USDA 1991; and from a discussion held at a conference on “Risks of Releasing
Transgenic Arthropod Natural Enemies,” held November 13–16, 1993, in Gainesville, Florida.
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selection for laboratory adaptations (Bush 1979). Large-scale rearing of insects is difficult
and expensive. If the goal is to release pest insects, such as mosquitoes, that are able to
reproduce and may bite humans and domestic animals, it also will be necessary to have the
cooperation of the human inhabitants of the release area (Aultman et al. 2000). Past genetic
control programs involving releases of insect vectors of disease have elicited concern by
inhabitants of the affected area (Pal 1974).

Will it be possible to use induced reproductive incompatibility, perhaps caused by
the symbiont Wolbachia, to control pest insects? This prospect has been discussed since
Laven (1951) observed the impact of cytoplasmic incompatibility on Culex pipiens pop-
ulations and suggested that it could be used as a means of controlling them (Prout 1994,
Sinkins and O’Neill 2000). Yen and Barr (1974) found the cause of the incompatibility
in Culex pipiens was due to the presence of Wolbachia. Experiments were conducted, but
the incompatibility produced was incomplete because transmission was not fully efficient
(Pal 1974). However, there is hope that genetic control by this approach could become
effective; O’Neill and Karr (1990) reported that Wolbachia causes reduced egg hatch in
Drosophila simulans when infected males mated with uninfected females, and Turelli and
Hoffman (1991) reported that Wolbachia spread rapidly in field populations of D. simulans
in California in a “natural” experiment. Turelli et al. (1992) concluded that cytoplasmic
incompatibility induced by Wolbachia “therefore provides a mechanism for introducing
cytoplasmic factors into natural populations. This may eventually be useful for introducing
deleterious factors into pest insect populations.” Unfortunately, this is the only example
in which Wolbachia has been shown to “sweep” through a population in the field, so it is
unknown whether such sweeps will occur with other insect species and with other strains
of Wolbachia.

In theory, reproductive incompatibility could be transferred to a population of insects
lacking Wolbachia by microinjection of transgenic Wolbachia, mass rearing of the infected
individuals, and release of the insects into natural populations (Sinkins and O’Neill
2000). A number of questions remain to be resolved, including whether resistance to
the cytoplasmically transmitted organisms could develop in the pest insect populations
if the invasion by Wolbachia takes a long time, whether such incompatibility will be
stable, and whether the Wolbachia could move horizontally to nontarget insect species.
Appropriate release rates of individuals containing the Wolbachia are critical or the
drive system can fail to function (Turelli and Hoffman 1991, Johanowicz and Hoy
2000).

Other cytoplasmic factors that might decrease fitness under specific conditions include
genetically altered mitochondria or viruses that would increase susceptibility to chemicals,
or cytoplasmic factors that decrease resistance to temperature extremes.

Deployment of genetically manipulated insects is complicated if some form of reproduc-
tive isolation or drive mechanism cannot be provided when the goal is to obtain population
replacement or character replacement. One of the reasons genetically modified predator
mites have been successfully employed in pest management programs may be because
these natural enemies disperse relatively slowly (Hoy 2000a,b, Figure 14.1A). Releases
of pesticide-resistant, but nontransgenic, strains of natural enemies into pesticide-treated
greenhouses, orchards, or vineyards provided sufficient isolation that the genetically manip-
ulated strains were able to establish without extensive competition from, or interbreeding
with, susceptible native populations (Caprio et al. 1991). Likewise, releases of a pesticide-
resistant strain of the parasitoid Aphytis melinus into Israeli citrus groves did not involve
competition or interbreeding with susceptible populations because this species was not
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present in Israel. Selection for the resistant population with pesticides could provide the
drive mechanism.

Predicting whether, and how, genetically modified pest or beneficial insects will establish
is difficult (Hoy 2000a,b). There are at least two models that could be employed in the
establishment of a genetically modified strain in situations in which a native population
exists: (a) The released strain displaces the native population and replaces it (replacement
model). This model assumes that relatively little interbreeding occurs between the released
and native populations. (b) Alternatively, the released strain interbreeds with the native
population, and a hybrid population is produced. By appropriate strong selection, perhaps
with pesticide applications, the desired trait is selected for and the resultant population
contains the desired gene (introgression model).

14.12. Could Gene Silencing Reduce
Program Effectiveness?

There is always the risk that a transgenic insect population could be released into the field
and fail to function as expected because of a phenomenon called gene silencing. Transgenic
plants and mammals often inactivate multiple copies of transgenes that overexpress proteins
or are otherwise abnormal (Dorer and Henikoff 1997, Wolffe 1997, Henikoff 1998, Birchler
et al. 2000, Sijen and Kooter 2000). Gene silencing is due to systems that have evolved as
a means to prevent high levels of expression of transposable elements or viruses that can
cause genetic damage to their hosts. In fungi and plants, gene silencing is associated with
several mechanisms, including methylation of the DNA, as well as posttranscriptional and
transcriptional processes.

Multiple mechanisms of transgene silencing occur in D. melanogaster (Dorer and
Henikoff 1994, 1997, Pal-Bhadra et al. 1999, Jensen et al. 1999). Thus, methods may
have to be developed to manage transgene silencing in insects, or this phenomenon could
reduce their effectiveness after release into the field. The use of insulators or boundary
elements may limit gene silencing (Bell et al. 2001), and genetic elements such as histone
deacetylase RPD3, which can counteract gene silencing in both Drosophila and yeast, also
may be useful in counteracting gene silencing (De Rubertis et al. 1996).

Gene silencing might be turned into a positive attribute if specific genes in insects could be
turned off. Gene silencing has been purposefully induced in D. melanogaster by introducing
a sequence that codes for an extended hairpin-loop RNA by P-mediated transformation
(Kennerdell and Carthew 2000). Perhaps endogenous gene expression and developmental
processes could be modified in other insects by gene silencing.

14.13. Potential Risks Associated with Releasing
Transgenic Arthropods

Risk equals the potential for damage and the likelihood of its occurrence. Risk estimates
may be different for pest versus beneficial insects and may depend on whether the insect
is expected to persist in the environment or is unable to reproduce and cannot persist
(Table 14.5). Risks also will vary with the specific transgene(s) inserted. It is easier to
suggest potential types of damage than to quantify the likelihood of its occurrence at
this time.
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14.13.1. Relative Risks

The least risky transgenic insect could be the domesticated silk moth (B. mori), which is
unable to survive on its own in the wild. Transgenic B. mori are unlikely to have a negative
effect on the environment because they should not be able to persist if they were accidentally
released. Other risks might be associated with transgenic B. mori, however.

Transgenic pest or beneficial insects that are sterile and unable to reproduce should pose a
lower risk than insects that are able to reproduce and persist in the environment. Transgenic
pest or beneficial insects that are unable to persist because the environment is unsuitable
during a portion of the year also are likely to pose a low risk (McDermott and Hoy 1997,
Hoy 2000a,b, Figure 14.1A).

Honey bees, Apis mellifera, are only semidomesticated and thus can escape human man-
agement to survive in the wild. Transgenic honey bees could pose a greater environmental
risk than the domesticated silk moth for this reason.

14.13.2. General Risk Issues

Evaluating the risks associated with releasing insects and mites that have been manipulated
with recombinant DNA techniques will likely include, as a minimum, the questions or
principles outlined in Tables 14.2 and 14.5, but other issues may become important as we
learn more about risk assessment procedures (Foster et al. 2000, Kapuscinski 2002). Current
concerns can be summarized as:

• Is the transgenic population stable?
• Has its host or prey range been altered?
• Does it have the potential to persist in the environment?
• Will the transgenic strain have unintended effects on other species or environmental

processes?

The first three questions are relatively easy to answer with a variety of laboratory exper-
iments (Li and Hoy 1996, McDermott and Hoy 1997, Presnail et al. 1997). The last issue
is much more difficult to answer.

Releases of transgenic arthropods in the United States are now evaluated by several
regulatory agencies on a case-by-case basis (Figure 14.1B). Permits are issued at present
only for short-term releases in controlled situations so that unexpected outcomes might be
mitigated more readily (Young et al. 2000, USDA-APHIS 2001).

Because initial releases are intended to be temporary, one question we may need to answer
is, how far and how quickly can the transgenic strain disperse from the experimental release
site? Can adequate containment be maintained in the short-term release site? Less is known
about the dispersal behavior of many insects than might be needed. For example, Raymond
et al. (1991) suggest that there has been a worldwide migration of Culex pipiens mosquitoes
carrying amplified organophosphorus resistance genes, perhaps aided by accidental human
transport. If migration is the basis for these widespread genes, then dispersal of some
transgenic strains could be far more rapid and extensive than anticipated. Containment
of transgenic predatory mites, which lack wings, is relatively easy (Figure 14.1A).

14.13.3. Horizontal Gene Transfer

One risk issue that is unusually difficult to quantify is the risk of horizontal transfer of
transgenes, transposable elements, or Wolbachia to other organisms (Droge et al. 1998).
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Our knowledge of horizontal transfer and TEs only began in the 1950s when Barbara
McClintock discovered TEs in maize. Horizontal gene transfer could occur from one insect
population to another of the same species, from one insect species to another, or to other
organisms in the environment. It is difficult to quantify this risk because we lack fundamental
information on the frequencies and mechanisms of horizontal gene transfer. Because hori-
zontal movement is rare, effective sampling and statistical methods are especially important.
The whole topic of horizontal gene transfer in insects has received limited scientific attention
until relatively recently.

Horizontal transfer of P and mariner elements across species of Drosophila provides
some of the best data for horizontal movement in insects. Horizontal transfer of genes does
occur between insect species by movement of naturally occurring TEs (Houck et al. 1991,
Plasterk 1993). Horizontal transfer is thought to be rare, yet we have observed more than
one such transfer within historical times in D. melanogaster and may have missed other
examples because we were not looking. The P element invaded D. melanogaster populations
within the past 50 years, perhaps from a species in the D. willistoni group. P elements
might have been transferred between these Drosophila species by a semiparasitic mite
(Houck et al. 1991). Another TE, hobo, also appears to have invaded natural populations
of D. melanogaster around the 1960s (Bonnivard et al. 2000), the second invasion of this
well-studied insect in the past 40 to 50 years.

Transfer of TE vectors from transgenic insect populations to other organisms, including
humans, is potentially feasible, although these transfers should occur very rarely. Recall
that risk is determined by frequency of occurrence and the damage that might occur. In this
case, the frequency is expected to be very low if the natural invasions represent a realistic
estimate of frequency. If active TEs are purposefully released as drive mechanisms or if
conversion of inactive TE vectors into active ones can occur, then the frequency could be
higher.

It is difficult to estimate the potential damage invasions of TEs could have on nontarget
species. For example, mariner is widespread and the data suggest that: 1) mariner elements
have been present in insects for a long time, although some lineages have lost them, and
2) horizontal transfer has occurred between different insect families and orders, although
some transfers occurred so long ago that many of the mariners are degraded and inactive,
probably because of a successful defense against the damage they cause to the insect’s
genome (Lampe et al. 2000). Lampe et al. (2000) noted the “most recent events occur[red]
at least 100,000 years ago.” The two mariners in the human genome probably invaded in
the “past 100 million years” (Lampe et al. 2000).

We are still discovering new aspects of the evolutionary role of TEs (Kidwell and Lisch
2001), which makes it difficult to predict what would happen if insects were released that
contained active TEs or inactive TE vectors (Petrov et al. 1995). The safest course might
be to remove any introduced TE vector sequences from a transgenic insect strain prior to
its permanent release into the environment to reduce the probability that the transgene will
move, either within the strain or horizontally between different populations or species.

Elements other than P and mariner also move horizontally. Jordan et al. (1999) showed
that a long terminal repeat retrotransposon (a different class of element than the P and
mariner elements) in the D. melanogaster group species moved into D. willistoni, perhaps
within the past 100 to 200 years.

Horizontal transfer of DNA could be mediated by insect viruses. The piggyBac element
was discovered embedded within the genome of a baculovirus (Fraser 2000), and another
Tc1-like transposon was found in the Cydia pomonella granulovirus (Jehle et al. 1998).
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If horizontal transmission of transgenes by viruses were to occur in the field, there is no
guarantee that genes inserted into an insect species would remain within that species.

The concern was raised that horizontal gene transfer might even occur when DNA is
eaten. Although most consumed DNA is degraded, that is not always true (Schubbert et al.
1997, 1998). For example, bacteriophage DNA fed to mice can persist in fragmented form
in the gut and can penetrate the intestinal wall and reach the nuclei of leukocytes, spleen,
and liver cells (Schubbert et al. 1998). Fetal and newborn progeny of female mice fed such
DNA during pregnancy had the phage DNA in various organs. Furthermore, the foreign
DNAwas located in the nuclei and associated with the chromosomes, although the DNAhad
not integrated (Schubbert et al. 1998). Such an association of DNA with the chromosomes
could affect normal gene function. More recently, Hohlweg and Doerfler (2001) fed mice
soybean leaves containing a specific gene and analyzed its fate. This experiment provided
a more natural delivery system than feeding naked DNA. The results indicated that DNA in
soybean leaves could be found less frequently in mice tissues than when naked DNA was
fed, in part because the amount of DNA was reduced by about five orders of magnitude
(Hohlweg and Doerfler 2001).

Genetic engineering of insect gut symbionts might allow the movement of the inserted
genes between the many types of microorganisms found within the insect gut (Watanabe
and Sato 1998, Watanabe et al. 1998). Enterobacter cloacae, a bacterium found in the guts
of insects, and Erwinia herbicola, a bacterium that grows on the surface of plants, grow in
the guts of silk moth larvae and exchange genetic information via plasmids at very high rates
(Watanabe and Sato 1998, Watanabe et al. 1998). The bacteria containing the new genetic
information were found in the feces of the insects, suggesting that this method of horizontal
gene transfer is a frequent event in nature. If gut symbionts of pest insects are transformed
with antibiotic resistance genes, these genes might move horizontally to other bacteria
within the insect gut. Transfer of antibiotic resistance genes to pathogens could be harmful;
horizontal transfer of antibiotic resistance genes has led to a serious medical crisis because
some human pathogens are now resistant to almost all available antibiotics (Witte 1998).

Whether horizontal gene transfer will cause harm would certainly depend on the gene(s)
transferred and its destination. The most serious harm might occur if the TE or viral
vector inserted into germ-line tissues so it could be transmitted to succeeding generations.
However, damage also might occur if the elements damaged somatic tissues; for example,
the movement of mariner in the soma reduced the lifespan of Drosophila simulans males
(Nikitin and Woodruff 1995). The movement of retroelements into human breast, colon,
and testicular tissues can induce cancer or Duchenne muscular dystrophy (Capy et al. 1996).

The role of TEs in the evolution of genomes is undergoing reevaluation, and it is clear
that naturally occurring horizontal gene transfer between species has provided some of
the variability upon which evolution has acted (Plasterk 1993, Krishnapillai 1996, Britten
1997). It is unlikely that the presence of a transgene in an insect will increase the small
probability that the transgene will be transferred to another species by horizontal transfer if
the TE or viral vector sequences used to insert the transgene could be removed prior to release
into the field. Even then, however, the probability of horizontal transfer will not be zero.

Disabled TE vectors probably pose a low risk of horizontal gene transfer of the transgene
to other organisms. However, it is possible for an inactivated vector to become active through
a process called conversion. Peronnet et al. (2000) showed that conversion can transform an
inactive P element into an active one through the interaction of three different P elements
in the genome in a three-step process. Conversion could make a transgene unstable within
the transgenic insect’s genome and could, in theory, pose a risk for horizontal gene transfer.
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The potential risks of using TEs as drivers for inserting useful genes into insect popula-
tions should be evaluated carefully and on a case-by-case basis. As noted by Kidwell and
Evgen’ev (1999),

the transposability of mobile elements, their potential for rapid, and sometimes massive, amplifi-
cation in copy number, their ability to change genomic locations, as well as their propensity for
horizontal transfer, makes the generalization of results from model organisms far less reliable.
Extrapolation of results from one species to another must therefore be made with caution.

14.14. Permanent Releases of Transgenic
Arthropods into the Environment

Currently (2002), there are no guidelines for evaluating the risks of releasing transgenic
arthropods for permanent establishment in the environment. Experience suggests that the
probability that a new organism will become established in a new environment is small. For
example, even when we are optimizing conditions in order to obtain establishment of natural
enemies in classical biological control programs, only about 24% of the introduced species
actually establish. Historical examples of biological invasions of pests or of establishment
of classical biological control agents demonstrate a lack of predictability in such releases
(Ehler 1990).

Transgenic arthropods could pose somewhat increased risks over those posed by invasive
species because they are likely to be released in very large numbers and into appropriate
environmental conditions; it is likely that most invasive species enter the new environment
in low numbers and may not invade optimal environments. Even so, Williamson (1992)
speculated that the greater the genetic novelty, the greater the possibility of surprising results
of invasive species. Because transgenic insects are novel, they should be considered likely
to provide surprises.

Analyses of potential risks associated with transgenic insects should include evaluation
of the survival, reproduction, and dispersal of transgenic populations and their effects
on other species in the community (Table 14.5). Questions also should be asked about
the inserted DNA, its stability, and its possible effect on other species should the genetic
material be transferred (Tables 14.2, 14.5). Both state and federal regulatory agencies
in the United States, including state departments of agriculture and the U.S. Department
of Agriculture, Animal and Plant Health Inspection Service (USDA-APHIS), have to be
consulted for permission to release transgenic agricultural pests and natural enemies of
agricultural pests. If the release occurs at a university, permission to release is required
from the campus biosafety committee. Questions about potential detrimental effects of
the transgenic arthropods on threatened and endangered species will be asked by state
and federal agencies, including the U.S. Department of Interior, Fish and Wildlife Service
(Young et al. 2000). Releases of transgenic insect vectors of human disease also raise
questions regarding human consent.

14.14.1. Models to Predict

Can we use models to predict the outcome of releases of transgenic insects in pest manage-
ment programs? Many types of population and genetic models could be used in attempts
to predict what will happen when genetically modified insects are released into the envi-
ronment in pest management programs. We do not know, however, which model types are
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most likely to be predictive of the actual outcome of field releases because few models have
been evaluated with empirical data (Hoy 2000a).

Predicting field results from mathematical models can be difficult. Three models were
developed to predict the success of a biological control program involving applications of
fungi for control of grasshoppers and locusts (Wood and Thomas 1999). All three models fit
the empirical data; one predicted sustained control at low levels after a single pathogen appli-
cation, but the other two predicted that repeated pathogen applications would be necessary.
Analysis of these divergent expectations demonstrated that two assumptions made by ecol-
ogists and modelers are suspect: First, quantitatively similar models need not give even
qualitatively similar predictions (contrary to expectations). Second, the sensitivity analysis
of model predictions to parameter variation is not always sufficient to ensure the accuracy
of the predictions (Wood and Thomas 1999).

Some current population models may lack key ingredients, such as partial reproductive
isolation. For example, Caprio and Hoy (1995) developed a stochastic simulation model
that varied the degree of mating bias between pesticide-resistant and -susceptible strains of
natural enemies, diploidy state (diplo-or haplo-diploid), degree of dominance of the resis-
tance allele, and degree to which mating biases extended to the hybrid progeny. The results
were counterintuitive but demonstrated that models offer insights into the complexities of
population genetics and dynamics that might be overlooked. A common assumption made
in many models is that all genotypes of a species mate at random, but this assumption may
mask important interactions such as mating bias or partial reproductive incompatibilities.
The efficacy of transgenic insect releases could be jeopardized if mating biases exist between
released and wild populations.

Empirical data generally are lacking to compare the relative usefulness of different
model types in predicting insect population dynamics. Theoretical ecologists usually
assume homogeneous and continuous populations. Metapopulation models, by contrast,
assume that populations exist in patches varying in area, degree of isolation, and quality.
Metapopulation biology increasingly is being recognized as relevant to our understanding
of population ecology, genetics, and evolution (Hanski 1998). Recent data, and a variety of
metapopulation models, indicate that spatial structure affects populations as much as birth
and death rates, competition, and predation (Caprio and Hoy 1994).

14.15. Conclusions

Genetic manipulation projects of pest and beneficial insects share many problems and issues.
Because the potential risks of permanent releases of transgenic insects into the environment
have received very little evaluation, it is appropriate to release relatively low-risk examples
first. This might involve the release of a transgenic beneficial insect that is carrying either a
marker gene or sterile pest insects that cannot reproduce in the environment (Hoy 2000a).
These initial releases of transgenic strains should not contain active TEs or viral vectors
(Hoy 1992a,b; Walker et al. 1995, Ashburner et al. 1998).

Releases in the United States will involve a two-step process. Initial releases will be
experimental and on a small scale. It is unknown what issues must be resolved prior to
permanent releases of transgenic insects into the environment. Risk analyses will add a
significant cost in both time and resources to pest management projects involving transgenic
arthropods. It took about ten years for the first transgenic crop to become commercially
available. It is difficult to predict how long it will be before transgenic insects are released
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permanently into the environment. Risk analysis protocols have not yet been developed by
other governments or international agencies.

The issue is not if transgenic insects should be released, but when and how? The debate
over evaluation methods and risk issues should include a variety of viewpoints. Much of
the debate will be parallel to the debate on the risks of introducing natural enemies for
classical biological control programs into new environments (Howarth 1991, Ruesink et al.
1995). Most introduced insect natural enemies have provided significant benefits, with
only a few examples of potential or demonstrated harm to the environment. Despite this,
caution is warranted. Ewell et al. (1999) reported the conclusions of a workshop on the
risks of deliberate introductions of species into new environments. The participants did
not discriminate between the potential risks of genetically modified organisms and those
of unmodified organisms introduced into new environments. Ewell et al. (1999) noted that
assessing risks is complex and concluded:

Benefits and costs of introductions [of new organisms] are unevenly distributed among ecosystems,
within and across regions, among sectors of society, and across generations. Although an introduc-
tion may meet a desired objective in one area, at one time, or for some sectors of society, unwanted
and unplanned effects may also occur. Introduced organisms can, therefore, simultaneously have
both beneficial and costly effects. Furthermore, the relative magnitudes of costs and benefits vary
both in space and over time.

Ewell et al. (1999) recommended developing a single framework for evaluating all types
of introductions, noted there is a need for retrospective analyses of past introductions
(of nontransgenic insects), and noted the importance of having a holistic view of the invasion
process. Ewell et al. (1999) concluded:

At the extremes, these views [of risks] range from a handful of advocates of no introductions, or of
such rigorous pre-introduction proof of benignness that all introductions are effectively prohibited,
to an equally small group that advocates a freewheeling global eco-mix of species. . . . Most
proponents of purposeful introductions understand the risks (but believe that technology can deal
with them), and most conservation biologists recognize the potential benefits to be derived from
carefully controlled introductions. Clearly, there is a need to bring all parties together on common
ground that can lead to objective, science-based decisions by policymakers.

Science-based discussions of the potential risks associated with releases of transgenic
insects and mites for pest management programs are urgently needed. Such discussion
should be carried out by people with diverse viewpoints and vision. Inappropriate releases
and unintended consequences could detrimentally affect all projects involving transgenic
arthropods. More funding and effort should be devoted to research on risk assessment
methods for transgenic arthropods (Hoy 2000b).

The potential value of transgenic arthropods to practical pest management problems is
often discussed in terms of the social, public health, and economic costs associated with
malaria and other arthropod-borne diseases (Crampton 1994, Curtis and Townson 1998,
Blair et al. 2000, Marshall 2000). Traditional pest management programs for insect vectors
of diseases have serious limitations or have failed, especially for malaria. For example,
despite enormous efforts, malaria is an increasingly important health problem, with at least
400 million people falling ill with malaria each year. Between 1 and 3 million people die
each year, especially children younger than 5 years of age in Africa (Marshall 2000).

Will deployment of transgenic mosquitoes unable to vector malaria contribute to a solu-
tion to malaria? Or will vaccines and drugs be developed that will mitigate the problem?
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There can be no clear answers without carrying out the appropriate experiments, and dif-
ferent scientists have very divergent opinions as to how scarce research funds should be
spent.

Miller (1989) reviewed malaria control strategies and pointed out that it is unlikely there
will be “a magic bullet that will eliminate malaria.” He noted that “Even DDT could not
be called such a weapon, at least in retrospect” because of the problem of resistance to the
pesticide. The strategy of relying on single tactics in pest management, whether it be control
of mosquitoes or of agricultural pests, ultimately always has failed. Relying on transgenic
insects as a sole tactic is unlikely to be an exception. For example, the complexity of genetic
structure in Anopheles gambiae populations in westAfrica (Lanzaro et al. 1998), which may
be reflective of the complex genetic architecture of many other insects, suggests that release
programs involving a single transgenic strain are unlikely to be successful. The integration
of several compatible tactics has been more sustainable than relying upon a single pest
management tactic; multitactic management of medically important disease vectors also is
more likely to be sustainable (Miller 1989).

Past experience with natural enemies genetically manipulated by traditional selection
methods suggests that the most readily implemented pest management projects employing
transgenic natural enemies in biological control will be those where releases can be con-
ducted in relatively small areas such as temporary cropping systems, or where the natural
enemy has a low dispersal rate and can be established in individual orchards, or where the
natural enemy is released into a geographic region where the wild strain does not occur.
The most difficult projects to implement are likely to be those in which the new transgenic
strain is expected to replace the endemic population. Projects that require the transgenic
strain to replace a wild strain may require very strong selection or drivers. Teams of experts
may have to develop the mass rearing technology, quality control methods, and necessary
information on population structure and hidden partial reproductive isolation mechanisms
that are likely to occur (Hoy 2000b).

One short-term field release of a transgenic predatory mite containing a molecular marker
occurred in 1996 (Hoy 2000a). Permission to release a transgenic strain of the pink bollworm
containing the gene for green fluorescent protein was requested during 2001 (USDA-APHIS
2001). It is logical to assume that releases of sterile transgenic insects (such as sterile
Mediterranean fruit flies that contain a marker transgene) could occur with relatively low
risk because the sterile flies should be unable to establish permanently in the environment.
Likewise, because B. mori is unable to survive on its own in the environment, the use of
transgenic strains of this insect should present a relatively low risk.

There currently are no guidelines for evaluating the risks of permanent releases of trans-
genic insects into the environment. Nor is it clear which regulatory agency(ies) in the
United States will regulate releases of transgenic insects that vector human diseases. The
“Coordinated Framework” that regulates transgenic organisms has gaps, making regulation
of transgenic insect vectors of human diseases problematic. Uniform regulations regard-
ing appropriate facilities and procedures for containing transgenic arthropods prior to their
release into the environment also are lacking (Hoy et al. 1997).

Other questions remain. For example, is informed consent of humans in the release
zone required before transgenic mosquitoes are released that are unable to transmit human
diseases? Who bears the burden of liability should environmental, or other, harm occur
after releasing transgenic insects? Most transgenic insects are being developed by scientists
working for nonprofit organizations such as universities and governmental agencies, but
commercial development of transgenic insects has begun. For example, a company has been
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formed to develop mosquitoes that transmit a protein in their saliva when they bite humans
that elicits an immune response; others have been formed to develop transgenic insects that
produce proteins that could be used as drugs or vaccines.

Significant and rapid advances have been achieved in transformation of insects and the
identification of potentially useful genes to insert, although knowledge about useful genes
for improving the effectiveness of natural enemies for biological control programs remains
limited. However, new opportunities should arise over the next few years to identify useful
genes now that the Drosophila Genome Project has been completed (Adams et al. 2000).

There is considerable controversy as to the role that transgenic mosquitoes could play in
controlling or eradicating diseases such as malaria. One view is presented by Curtis (2000):

There is much excitement about transgenesis as a way to generate strains of mosquito that can-
not transmit malaria. If a single dominant gene with these properties could be engineered, this
would be an improvement on Plasmodium nonsusceptible strains that have already been selected
by old-fashioned breeding techniques. However, without extremely reliable systems for driving the
transgenes into wild vector populations, possession of a nontransmitter strain would be of no prac-
tical use. Even if a totally reliable gene-driving system were produced, there might well be strong
political objections to the irrevocable release of genetically manipulated insects that bite people.

Deploying a transgenic insect in a pest management program is an awesome challenge,
requiring risk assessments, detailed knowledge of the population genetics, biology, and
behavior of the target species under field conditions, as well as coordinated efforts between
molecular and population geneticists, ecologists, regulatory agencies, pest management
specialists, and sustained efforts to educate the public about the benefits and potential
risks of releasing transgenic insects into the environment. Risks associated with releasing
arthropod vectors of human disease require evaluation by vector-borne disease specialists,
ethicists, and funding and regulatory agency officials (Aultman et al. 2000). When the
mosquito or other vector of human or animal disease is transgenic, such risk assessments
may be especially controversial.
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Some Relevant Web Sites

Information Systems for Biotechnology, a site that provides information on agricul-
tural biotechnology, is at: www.nbiap.vt.edu

Malaria International Foundation provides extensive information on malaria at:
www.malaria.org

Pew Initiative on Food and Biotechnology: http://pewagbiotech.org/about/
The Mosquito Genome Database Server is at: www.malaria.org
Transformation of Mosquito Vectors Action Plan:

http://klab.agsci.colostate.edu/mfnet/mftacp.html
U. S. Department of Agriculture, Animal and Plant Health Inspection Service. The

regulation of transgenic arthropods is at:
www.aphis.usda.gov:80/bbep/bp/arthropod/#tgenadoc
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A-DNA Right-handed helical form of DNAfound
in fibers at 75% RH in presence of sodium,
potassium or cesium. The bases are tilted
with regard to the helical axis and there are
more base pairs per turn. The A-form may be
very similar to the conformation adopted by
DNA-RNA hybrids or by RNA-RNA double-
stranded regions.

acentric A chromosome, or chromosome frag-
ment, that lacks a centromere.

actin A protein that is the major constituent of
the microfilaments of cells and in muscle. All
actins studied are similar in size and amino
acid sequence, suggesting they have evolved
from a single gene.

action potential A rapid change in the pola-
rity of the membrane of a neuron that faci-
litates the interaction and transmission of
impulses.

additive genes Genes that interact but do not
show dominance or epistasis.

adenine A purine and one of the nitrogenous
bases found in DNA and RNA.

adenosine triphosphate See ATP.

agarose A polysaccharide gum obtained from
agar, which is obtained from certain sea-
weeds, used as a gel medium in electrophore-
sis; used to separate DNA molecules on the
basis of their molecular weight.

allele One of two or more alternative forms of
a gene at a particular locus. If more than
two alleles exist, the locus is said to exhibit
multiple allelism.

allopatry Populations that are physically or geo-
graphically isolated eventually may change
sufficiently through natural selection or drift
that pre- or postmating isolation mechanisms
develop, leading eventually to speciation.

allozyme Allozymes are a subset of isozymes.
Allozymes are variants of enzymes represen-
ting different allelic alternatives of the same
locus.

alternative splicing Gene regulation by means
of alternative splicing of exons to produce
different amounts of protein or even different
proteins.

amino acid One of the monomeric units that
polymerize to make a protein molecule.

aminoacyl tRNA synthetase Enzymes that
catalyze the attachment of each amino acid
to the appropriate transfer RNA molecule.
A tRNA molecule carrying its amino acid is
called a charged tRNA.

amplification The production of additional
copies of a chromosomal sequence, found
as either intrachromosomal or extrachromo-
somal DNA.

anchored PCR A modification of PCR that
allows amplification in situations in which
only one sequence is known that is suitable
for a primer (rather than two). The procedure
involves synthesis of cDNA with the known
primer from mRNA. A polyG tail is added to
the cDNA. The second primer is developed by
synthesizing a primer with a polyC sequence,
which allows amplification of a second DNA
strand that is complementary to the cDNA.
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Subsequent cycles yield amplified DNA from
both strands.

aneuploid A condition in which the chromo-
some number of an organism is not an exact
multiple of the typical haploid set for the
species.

angstrom Abbreviated as Å; one hundred-
millionth of a centimeter, or 0.1 nm.

anneal The process by which the complementary
base pairs in the strands of DNA combine.

anticodon The triplet of nucleotides in a transfer
RNA molecule that is complementary to and
base pairs with a codon in a messenger RNA.

antiparallel The DNA strands are parallel but
point in opposite directions.

apomorphic A character that is derived and not
ancestral.

apoptosis Programmed cell death, is a series of
programmed steps that cause a cell to die via
“self digestion” without rupturing and releas-
ing intracellular contents into the surrounding
environment.

arbitrarily primed PCR (AP-PCR) Does
not require a particular set of primers;
rather it uses a single primer chosen with-
out regard to the sequence to be fingerprinted.
By using a single primer and two cycles
of low-stringency PCR followed by many
cycles of high-stringency PCR, discrete and
reproducible products characteristic of spe-
cific genomes are produced. As originally
described, the primers used are 20-bp
sequencing primers.

arrhenogenic A sex-determining system in
which females produce male progeny only.
Found in the blowfly Chrysomya rufifacies
(Calliphoridae).

arrhenotoky A form of parthenogenesis in
which an unfertilized egg develops into a
male by parthenogenesis and a fertilized egg
develops into the female. Arrhenotoky is
found in many Hymenoptera.

associative learning The process of learning
through the formation of associations between
stimuli and responses.

asymmetric PCR Single-stranded DNA pro-
duced by providing an excess of primer for

one of the two DNA strands. Asymmetric
primer ratios are typically 50:1 to 100:1.
Single-stranded DNA produced can be
sequenced directly without cloning.

ATP Adenosine triphosphate is the primary
molecule for storing chemical energy in a cell.

autecology The ecology of an individual organ-
ism or species.

autoradiography A method for detecting radio-
actively labeled molecules through exposure
of an X-ray-sensitive photographic film.

autoregulatory control Regulation of the syn-
thesis of a gene product by the product
itself. In some systems, excess gene product
behaves as a repressor and binds to the ope-
rator of its own structural gene.

autosomes All chromosomes except the sex
chromosomes. Each diploid cell has two
copies of each autosome.

B chromosomes B chromosomes are nonvital
supernumerary chromosomes found in many
plant and animal species, thought to be
derived from one of the normal chromosomes,
and are often transmitted at higher rates than
expected, thus exhibiting “drive.” The PSR
condition (paternal sex ratio) of the parasitic
wasp Nasonia vitripennis is an example of a
B chromosome.

B-DNA A helical form of DNA formed by
adding water to dehydrated A-DNA. B-DNA
is the form of DNAof which Watson and Crick
constructed their model in 1953. It is found
in very high relative humidity. This form is
thought to prevail in the living cell.

back mutation Mutations that occur to reverse a
point mutation to the original condition.

bacterial conjugation A temporary union
between two bacteria, in which genetic mate-
rial is exchanged; DNA from the “male” cell
transfers all or part of its chromosomes into
the recipient “female.”

bacteriophageAvirus whose host is a bacterium.
See lambda for description of λ phage.

baculovirus An insect-pathogenic virus with a
circular double-stranded DNA genome and
rod-shaped enveloped virion, found prima-
rily in lepidopterans. These viruses have been
engineered for two purposes: 1) as expression
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vectors to produce large quantities of proteins
or 2) as biological pesticides.

baculovirus expression vectors Vectors used to
infect certain types of insect cells to produce
particular proteins.

balancer chromosomes Balancer chromosomes
initially were developed by H. J. Muller
as a method for maintaining lethal muta-
tions in laboratory stocks without continuous
selection. Balancer Drosophila stocks contain
several recessive visible mutations, one or
more inversions and transpositions on a spe-
cific chromosome. These mutations have been
induced to suppress crossing over. Balancing
chromosomes may also have a clearly visible
dominant mutation so that heterozygous files
can be identified easily.

base pair (bp) Two nucleotides that are in diffe-
rent strands of nucleic acid and whose bases
pair by hydrogen bonding. In DNA, adenine
pairs with thymine and guanine pairs with
cytosine.

bioinformatics Researchers in bioinformatics
develop computer software applications that
can store, compare, and analyze the very large
quantities of DNAsequence data generated by
the new genome technologies. New bioinfor-
matics tools can sift through a mass of raw
data, finding and extracting relevant informa-
tion and their relationships. See also func-
tional genomics, genomics, and structural
genomics.

biotechnology The manipulation of organisms
to provide desirable products for human use.
It has broader meanings, as well, including
all parts of an industry that creates, develops,
and markets a variety of products through the
molecular manipulation of organisms or using
knowledge pertaining to organisms.

BLAST Basic Local Alignment Search Tool
(BLAST) is a computer program widely used
to search large databases of DNA or amino
acid sequences, providing sequences that
have regions of similarity to the sequence(s)
of interest provided by the user.

blastoderm The layer of cells in an insect embryo
that surrounds an internal yolk mass. The cel-
lular blastoderm develops from a syncytium

by surrounding the cleavage nuclei with mem-
branes derived from the enfolding of the
surrounding membrane.

blunt end An end of a DNA molecule, at which
both strands terminate at the same nucleotide
position with no extension of one of the
strands.

bootstrapping A statistical method based on
repeated random sampling with replacement
from an original sample to provide a collec-
tion of new estimates of a parameter, from
which confidence limits can be calculated.

C-banding Dark bands on chromosomes pro-
duced by strong alkaline treatment at high
temperature followed by incubation in sodium
citrate, followed by Giemsa staining. C-bands
correspond to regions of constitutive hete-
rochromatin.

C value paradox C stands for “constant” or
“characteristic” and denotes the fact that the
DNA content (size) of the haploid genome
is fairly constant within a species. C values
vary widely among species. Size is usually
measured in picograms of DNA.

capping The modification of the 5′ end of the
pre-mRNA in eukaryotes when a GTP is
added to the molecule via an unusual 5′–5′
triphosphate bond. Capping is necessary for
the ribosome to bind with the mRNA to begin
protein synthesis.

carbohydrateAlarge class of carbon–hydrogen–
oxygen compounds, including simple sugars
(monosaccharides) such as glucose. Glucose
is the major fuel for most organisms and is the
basic building block of polysaccharides such
as starch and cellulose.

cDNA The DNA copy of a eukaryotic mes-
senger RNA molecule, produced in vitro by
enzymatic synthesis and used for producing
cDNA libraries or probes for isolating genes
in genomic libraries.

cDNA library A collection of clones containing
dsDNA that is complementary to the mRNA.
Such clones will lack introns and regula-
tory regions of eukaryotic genes. Once cDNA
molecules are transcribed, they are inserted
into a vector and amplified in E. coli. Genes
that are inactive will not be represented in a
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cDNA library, nor will noncoding regions of
the genome.

cellThe fundamental unit of life; each multicelled
organisms is composed of cells; cells may
be organized into organs that are relatively
autonomous but cooperate in the functioning
of the organism.

cell-autonomous determination The establish-
ment of a developmental pathway within a
particular cell. Determination is not influ-
enced by substances diffusing from else-
where.

cell cycle The sequence of events between one
cell mitotic division and another in a eukary-
otic cell. Mitosis (M phase) is followed by
a growth (G1) phase, then by DNA synthesis
(S phase), then by another growth (G2) phase,
and then by another mitosis.

Central Dogma The Central Dogma was pro-
posed by F. Crick in 1958. It states that the
genetic information is contained in DNA,
which is transcribed into RNA, which is
translated into polypeptides. The transfer of
information was proposed to be unidirectional
from DNA to polypeptides: polypeptides are
unable to directly synthesize RNA, and RNA
is unable to directly synthesize DNA. The
Central Dogma was modified in 1970 when
RNA viruses were found to transfer informa-
tion from RNA to DNA.

centromere A region of a chromosome to
which spindle fibers attach during mitosis and
meiosis. The position of the centromere deter-
mines whether the chromosome will appear
as a rod, a J, or a V during migration of
the chromosome to the poles in anaphase.
In some insects, the spindle fibers attach
throughout the length of the chromosome
and such chromosomes are called holocen-
tric. Centromeres are usually bordered by
heterochromatin containing repetitive DNA.

chain-terminating method of DNA sequencing
See dideoxy sequencing.

channels See ion channels.

chaperones Protein molecules that assist with
correct protein folding as the protein emerges
from the cell’s ribosome. Heat shock protein
70, heat shock protein 40, and chaperonins
are examples.

chelating agent A molecule capable of binding
metal atoms; one example is EDTA, which
binds Mg2+.

chemotaxis The movement of a cell or organisms
toward or away from a chemical substance.

chiasmata Chiasmata occur during prophase I
of meiosis and represent points where
crossing over, or exchange of genetic
information, between nonsister chromatids
occurred. When the synapsed chromo-
somes begin to separate in late prophase I,
they are held together by these connec-
tions between the chromatids of homologous
chromosomes.

chimeric DNA Recombinant DNA containing
DNA from two different species.

chitin A water-insoluble polysaccharide that
forms the exoskeletons of arthropods and
crustaceans.

chitinase An enzyme that degrades chitin.

chorion A complex structure covering the
insect egg.

chromatids Chromosome components that have
duplicated during interphase become visible
during the prophase stage of mitosis. Chro-
matids are held together at the centromere.

chromomereAregion on a chromosome consist-
ing of densely packed chromatid fibers that
produce a dark band on polytene chromo-
somes.

chromosomes Units of the genome with many
genes, consisting of histone proteins and
a very long DNA molecule; found in the
nucleus of every eukaryote.

chromosome imprinting The mechanism invol-
ved in chromosomal imprinting, or labeling
of DNA, may involve methylation of DNA in
many organisms. Imprinting is a reversible,
differential marking of genes or chromo-
somes that is determined by the sex of the
parent from whom the genetic material is
inherited.

chromosome puffs A localized swelling of a
region of a polytene chromosome due to syn-
thesis of DNAor RNA. Puffing is readily seen
in polytene salivary gland chromosomes of
dipteran insects.
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chromosome walking A molecular genetic tech-
nique that allows a series of overlapping
fragments of DNA to be ordered. The tech-
nique is used to isolate a gene of interest for
which no probe is available but that is known
to be linked to a gene which has been identi-
fied and cloned. The marker gene is used to
screen a genomic library. All fragments con-
taining the known cloned gene are selected
and sequenced, the fragments are then aligned
and those cloned segments farthest from the
marker gene in both directions are subcloned
for the next step, and so on. The subclones
are used as probes to screen the genomic
library to identify new clones containing DNA
with overlapping sequences. As the process
is repeated, the nucleotide sequences of areas
farther and farther away from the marker gene
are identified, and eventually the gene of
interest will be found.

circadian clock Changes in biological or
metabolic functions that show periodic peaks
or lows of activity based on or approximating
a 24-h cycle.

circadian rhythms Biological rhythms with
periods of ∼24 h; rhythmicity is endogenous
and self-sustaining, continuing under con-
stant environmental conditions for a period.

clade An evolutionary lineage derived from a
single stem species. A branch of a cladogram.

cladistic systematics Systematics that use only
shared and derived characters as a basis
of constructing classifications. The rate or
amount of change subsequent to splitting of
phyletic lines is not considered. All taxa must
arise from a common ancestral species.

cladogenic speciation Branching evolution of
new species.

cladogram A term used two ways by different
authors. Either a dendrogram (tree) produced
using the principle of parsimony, or a tree
that depicts inferred historical relationships
between organisms.

clock The entire circadian system, including
the central oscillator and the input and out-
put pathways. A clock can be entrained to
the environmental day–night cycle and is
used to track the passage of time by an
organism.

clone A population of identical cells often con-
taining identical recombinant DNAmolecules.
Also a group of organisms produced from one
individual cell through asexual processes. The
offspring are identical. The word may be used
as either a noun or a verb.

cloning vectorADNAmolecule capable of repli-
cating in a host organism; a gene is often
inserted into it to construct a recombinant
DNA molecule, and the vector is then used
to amplify (clone) the recombinant DNA.

cluster analysis A method of hierarchically
grouping taxa or sequences on the basis of
similarity or minimum distance. UPGMA is
an unweighted pair group method using the
arithmetic average. WPGMA is the weighted
pair group method using the arithmetic
average.

coding strand The strand of the DNA molecule
that carries the biological information of a
gene and that is transcribed by RNA poly-
merase into pre-mRNA.

codominant Alleles whose gene produces are
both manifested in the heterozygote.

codon A triplet of nucleotides that codes for a
single amino acid.

coefficient of gene differentiation Interpop-
ulation diversity using allozyme data are
usually measured using the coefficient of
gene differentiation (GST). GST is derived
by estimating the average similarity within
and between populations. GST is an exten-
sion of Wright’s correlation (FST) between
two gametes drawn at random from each
subpopulation. The coefficient of differ-
entiation is GST = (HT − HS)/HT, where
HS is the average gene diversity within popu-
lations and HT is the interpopulation gene
diversity.

colony Growth of a group of microorganisms
derived from a single cell. After growth on
appropriate media, the population is visible
without magnification.

colony hybridization The use of in situ
hybridization to identify bacterial colonies
carrying inserted DNA that is homologous
with a particular sequence (the probe).

competent cells Bacterial cells in a state in
which exogenous DNA molecules can bind

dazzl
Highlight
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and be internalized, thereby allowing trans-
formation.

complementary base pairing Nucleotide
sequences are able to base pair; A and T are
complementary; 5′-ATGC-3′ is complemen-
tary to 5′-GCAT-3′.

complementary DNA (cDNA) An ss DNA that
is complementary to a strand of RNA. The
DNA is synthesized by an enzyme called
reverse transcriptase. It is a DNA copy of the
messenger RNA. A second step makes it ds.

concatemers The linking of multiple subunits
into a tandem series or chain results in struc-
tures called concatemers.

concerted evolution Maintenance of homogene-
ity of nucleotide sequences among members
of a gene family in a species even though
the sequences change over time. Members of
a gene family evolving in a nonindependent
fashion.

conditional lethal A mutation that may be lethal
only under certain environmental conditions.

conditioned stimulus A stimulus that evokes a
response that was previously elicited by an
unconditioned stimulus.

constitutive enzymes Enzymes that are part of
the basic permanent machinery of the cell.
They are formed consistently in constant
amounts regardless of the metabolic state of
the organism.

constitutive heterochromatin Regions of the
chromosome containing mostly highly
repeated, noncoding DNA; usually near the
telomeres and centromeres.

contig Segments of DNA that partially overlap
in their sequence are called contigs.

convergent evolution The evolution of unre-
lated species resulting in structures with a
superficial resemblance.

conversion of transposable elements Conver-
sion of disabled transposable elements into
active elements sometimes can occur through
a DNA repair process.

copy number The number of plasmids in a
cell; the number of genes, transposons, or
repetitive elements in a genome.

core DNA The DNA in the core nucleosome that
is wrapped around the histone octamer. The
core nucleosome is connected to others by
linker DNA.

cos sites The cos sites are cohesive end sites
or nucleotide sequences that are recognized
when a phage DNA molecule is being pack-
aged into its protein coat.

cosmid Engineered vectors used to clone large
segments of exogenous DNA, derived by
inserting cos sites from phage λ into a
plasmid. The resulting hybrid molecule
can be packaged in the protein coat of a
phage.

crossing over The reciprocal exchange of
polynucleotides between homologous chro-
mosomes during meiosis.

cytochrome The complex protein respiratory
enzymes occurring within plant and animal
cells in the mitochondria, where they function
as electron carriers in biological oxidation.

cytoplasm The components of the cell not
including the nucleus.

cytoplasmic incompatibility Reproductive
incompatibility between two populations
caused by factors that are present in the cyto-
plasm. Often associated with microorganisms.

cytoplasmic inheritance See maternally
inherited.

cytoplasmic sex-ratio distorters Cytoplasmic
genes that manipulate the sex ratio of their
host to promote their own spread. Microbes
(Wolbachia, spiroplasmas, viruses) often are
transovarially and transstadially transmitted
that can alter the sex ratios of insects and
mites.

cytosine A pyrimidine, one of the bases in DNA
and RNA.

cytosol The fluid portion of the cytoplasm,
excluding the organelles in a cell.

dalton A unit of mass very nearly equal to that of
a hydrogen atom.

degeneracy Refers to the genetic code and the
fact that most amino acids are coded for by
more than one triplet codon.

degenerate codons Two or more codons that
code for the same amino acid.
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degenerate primers Degenerate primers can be
used for the PCR when a limited portion of a
protein sequence is known for a gene, but the
DNA sequence is not known.

deletion The loss of a portion of the genetic mate-
rial from a chromosome. The size can vary
from one nucleotide to sections containing
many genes.

denaturation Breakdown of secondary and
higher levels of structure of proteins or nucleic
acids by chemical or physical means.

denatured DNA DNA that has been converted
from double- to single-stranded form by a
process such as heating.

dendrogram A branched diagram that repre-
sents the evolutionary history of a group of
organisms.

density gradient centrifugation Separation of
molecules and particles on the basis of buo-
yant density, often by centrifugation in a con-
centrated sucrose or cesium chloride solution.

deoxyribonuclease An enzyme that breaks a
DNA polynucleotide by cleaving phosphodi-
ester bonds.

deoxyribonucleic acid (DNA) The genetic
information.

deuterotoky A form of parthenogenesis in which
unfertilized eggs can develop into either
males or females.

dicentric A chromosome or chromatid with two
centromeres.

dideoxy sequencing Developed by F. Sanger and
A. R. Coulson in 1975, and known as the “plus
and minus” or “primed synthesis” method
of DNA sequencing. DNA is synthesized
in vitro so that it is radioactively labeled and
the reaction terminates precisely at the posi-
tion corresponding to a specific base. After
denaturation, fragments of different lengths
are separated by electrophoresis and identified
by autoradiography. In the “plus” protocol,
only one kind of dNTP is available for elonga-
tion of the 32P-labeled primer. In the “minus”
protocol, one of the four dNTPs is missing, or
specific terminator base analogues are used.

diploid Having two copies of each chromosome.

direct repeats When a transposable element is
inserted into a host genome, a small seg-
ment, typically 4 to 12 bp, of the host DNA is
duplicated at the insertion site. The duplicated
repeats are in the same orientation and are
called direct repeats.

discontinuous gene A gene in which the genetic
information is separated into two or more
different exons by an intervening sequence
(intron) which typically is noncoding. Most
eukaryotic genes are discontinuous.

discrete character A character that is countable.

distance A measure of the difference between
two objects.

distance estimates A phrase used to emphasize
the fact that evolutionary history is inferred
from experimental or sequence data, and
distance is thus an estimate.

DNA Deoxyribonucleic acid, the genetic
molecule.

DNA arrays DNA arrays work by hybridization
of labeled RNA or DNA in solution to DNA
molecules attached at specific locations on
a surface. The hybridization of a sample to
an array involves each molecule’s “search”
for a matching partner on the matrix with
the eventual pairings of molecules on the
surface determined by base complementarity.
Original arrays involved DNA from cDNA,
genomic DNA, or plasmid libraries spotted on
a porous membrane with the hybridized mate-
rial labeled with a radioactive group. Now,
glass is often used as a substrate and flu-
orescence for detection. New technologies
allow synthesizing or depositing nucleic acids
on glass slides at very high densities, which
means the nucleic acid arrays have become
miniaturized, leading to increased efficiency
and information content.

DNA binding protein Proteins such as histones
or RNApolymerase that attach to DNAas part
of their function.

DNA–DNA hybridization A method for deter-
mining the degree of sequence similarity
between DNA strands from two different
organisms by the formation of heteroduplex
molecules.

DNA fingerprinting See fingerprinting.
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DNA ligase An enzyme that repairs single-
stranded discontinuities in double-stranded
DNA. DNA ligases also are used in construct-
ing recombinant DNA molecules.

DNA methylation See methylation.

DNA polymerase An enzyme that catalyzes the
formation of DNA from dNTPs, using single-
stranded DNA as a template. Three different
DNA polymerases (I, II, and III) have been
isolated from E. coli. Eukaryotes contain
different DNA polymerases, found in the
nucleus, cytoplasm, or mitochondria, that
are involved in DNA replication, repair, and
recombination.

DNA polymerase I The enzyme in E. coli that
completes synthesis of individual Okazaki
fragments during DNA replication.

DNA polymerase III The enzyme that primarily
functions in DNA replication of E. coli.

DNA probe Also called a gene probe or genetic
probe. Short, specific (complementary to the
desired DNA sequence), artificially produced
segments of labeled DNAare used to combine
with and detect the presence of a specific gene
or DNA sequence within the chromosome.
The presence of this labeled probe usually is
detected visually.

DNA sequencing Determining the order of
nucleotides in a DNA molecule.

DNA topoisomerase An enzyme that introduces
or removes turns from the double helix by
transiently breaking one or both of the strands.

DNA vaccines When a strand of DNA that
has been extracted from or derived from
a pathogen is injected into tissues in the
host organism, the tissues may take up the
naked DNA and express some of the cell-
surface proteins of the pathogen. If the host’s
immune system mounts an immune response
to those proteins (and thus to the pathogen),
the injected naked genes are referred to as
DNA vaccines.

DNase Deoxyribonuclease, an enzyme that
degrades DNA.

dominant A gene is dominant when it produces
the same phenotype whether it is heterozy-
gous or homozygous. The trait is expressed

even if only one copy of the gene is present in
the genome.

dosage compensation A mechanism that com-
pensates for the dosage of genes carried on the
X chromosome in XX and XY organisms. In
mammals, one or more of the X chromosomes
is inactivated. In Drosophila males the genes
on the Y chromosome are hypertranscribed.

double helix The base-paired structure consist-
ing of two polynucleotides in the natural form
of DNA.

downstream Toward the 3′ end of a DNA
molecule.

driver Unlabeled DNA used in DNA–DNA
hybridization.

ds DNA Double-stranded DNA.

ecdysone A steroid hormone found in insects that
initiates and coordinates the molting process
and the sequential expression of stage-specific
genes.

EDTA ETDA, “ethylenediaminetetraacetic acid,”
a chelating agent, is able to react with metal-
lic ions, even in minute amounts, and form a
stable, inert, water-soluble complex.

electrophoresis The separation of molecules in
an electric field. Electrophoresis can be used
to separate proteins or DNA molecules.

electroporation A process used to introduce
DNA into the genome of an organism. Elec-
troporation uses a brief direct-current electri-
cal pulse to open “micropores” in the surfaces
of cells suspended in water containing DNA
sequences. After the DNA enters the cell via
the micropores, the electrical pulse ends and
the pores close. The cell then can incorporate
some of the DNA into its genome.

enantiomers Compounds showing mirror-
image isomerism.

endonuclease An enzyme which degrades
nucleic acid molecules by cleaving phospho-
diester bonds internally.

endoplasmic reticulum (ER) A system of sacs
(cisternae) in the cytoplasm of eukaryotic
cells in which the ER is continuous with the
plasma membrane and the outer membrane of
the nuclear envelope. If the outer surfaces of
the ER membranes are coated with ribosomes,
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the ER is “rough-surfaced”; otherwise it is
called smooth-surfaced.

endopolyploidy The occurrence in a diploid indi-
vidual of cells containing 4-, 8-, 16-, 32-fold,
etc., amounts of DNA in their nuclei. Nurse
cells of ovaries are often endopolyploid.

endosymbiosis Microorganisms, including bac-
teria, rickettsia, mycoplasmas, viruses, and
yeasts, live within the cells of many eukary-
otic organisms including insects. Symbiosis
often is used to mean mutualism, but orig-
inally included parasitism and mutualism.
Intracellular symbionts have been called
endocytobionts, with no assumptions being
made about whether the relationship is mutu-
alistic or parasitic (= endocytobiosis).

enhancer Sequences of DNA that can increase
transcription of neighboring genes over long
distances up or downstream of the gene and
in either possible orientation.

enhancer trap A method to identify genes based
on their pattern of expression. A reporter
gene under the control of a weak constitu-
tive promoter, when brought in proximity to
a tissue-specific enhancer element, would be
regulated by that enhancer, resulting in the
expression of the reporter gene in a tissue-
and stage-specific pattern similar to that of
the native gene normally controlled by the
enhancer.

environmental sex determination A method of
sex determination in which the environment,
such as temperature, has a significant effect on
the developmental processes leading to one or
the other sex.

enzyme A protein catalyst that is not itself used
up in a reaction. Enzymes are produced by
living cells to catalyze specific biochemical
reactions. Enzymes may also contain nonpro-
tein components called coenzymes that are
essential for catalytic activity.

epistatic Epistasis is the nonreciprocal interac-
tion of nonallelic genes. A gene epistatic to
another masks the expression of the second
gene.

Escherichia coli A bacterium that commonly
inhabits the human intestine. Probably the
most studied of all bacteria, it is used in many
genetic experiments. Genetically engineered

versions produce human proteins. (Its genome
has been sequenced.)

EST Abbreviation for expressed sequence tags.

ethidium bromide A dye that binds to double-
stranded DNA by intercalating between the
stands. DNA stained with EtBr fluoresces
under UV illumination.

euchromatin Regions of a eukaryotic chromo-
some that appear less condensed and stain
less well with DNA-specific dyes than other
segments of the chromosome.

eukaryote An organism with cells containing a
membrane-bound nucleus that reproduces by
meiosis. Cells divide by mitosis. Oxidative
enzymes are packaged within mitochondria.

exogenous DNA DNAfrom an outside source. In
genetic engineering, DNA from one organism
is often inserted into another by a variety of
methods.

exon One of the coding regions of a discontinu-
ous gene.

exonuclease A nuclease, which degrades a
nucleic acid molecule by progressive cleav-
age along its length, beginning at the 3′ or
5′ end.

expression vector Vectors that are designed
to promote the expression of gene inserts.
Usually an expression vector has the regula-
tory sequence of a gene ligated into a plasmid
that contains the gene of interest. This gene
lacks its own regulatory sequence. The plas-
mid with this new combination (regulatory
sequence + gene) is placed into a host cell
such as E. coli or yeast, where the protein
product is produced.

extrachromosomal gene A gene not carried by
the cell’s chromosomes, such as mitochon-
drial or plasmid-borne genes.

F pili The presence of an F (fertility) factor
determines the sex of a bacterium. Cells
with F factors (circular DNA molecules that
are about 2.5% of the length of the bac-
terial chromosome) are able to function as
males, by producing an F pilus. The F pilus
is a hollow tube through which chromo-
somal DNA is transferred during bacterial
conjugation.
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F statistics A set of coefficients that describe
how genetic variation is partitioned within
and among populations and individuals, such
as FST and inbreeding coefficient.

F1 hybrid The first-generation offspring of a
cross between two different strains.

facultatively heterochromatic Chromosomal
material that, unlike euchromatin, shows
maximal condensation in nuclei during
interphase. Constitutive heterochromatin is
composed of repetitive DNA, is late to
replicate, and is transcriptionally inactive.
Portions of the chromosome that are normally
euchromatic may become heterochromatic at
a particular developmental stage (= faculta-
tive heterochromatin). An example of facul-
tative heterochromatin is the inactivated X
chromosomes in the diploid somatic cells of
mammalian females.

fate maps A technique used to analyze behav-
ior in Drosophila. Using a ring X chro-
mosome which is usually lost, individuals
can be produced which are partly male and
partly female. The pattern of genetic mark-
ers can be used to construct a fate map,
which correlates precise anatomical sites on
the embryonic blastoderm with abnormalities
affecting behavior.

FB transposons A family of transposons in
Drosophila that are associated with chromo-
somal abnormalities.

fertilization The union of the haploid male and
female gametes to produce a diploid zygote,
marking the start of the development of a
new individual and the beginning of cell
differentiation.

fibroin See silk.

fingerprinting DNA fingerprinting relies on
the presence of simple tandem-repetitive
sequences that are present throughout the
genome. The regions show length polymor-
phisms, but share common sequences. DNA
from different individuals is cut and sepa-
rated by size on a gel. A probe containing
the core sequence is used to label those frag-
ments that contain the complementary DNA
sequences. The pattern on each gel is spe-
cific for a given individual and can be used
to establish parentage.

flanking sequence A segment of DNA that
precedes or follows the region of interest on
the molecule.

FLP recombinase Yeast FLP recombinase is
able to catalyze recombination in which a
DNA segment that is flanked by direct repeats
of FLP target sites (FRTs) can be excised
from the chromosome. If two homologous
chromosomes each bear an FRT site, mitotic
recombination can occur in Drosophila, lead-
ing to the introduction of DNA into known,
and specific, sites. FRT sites can be introduced
into Drosophila chromosomes by P-element-
mediated transformation.

foldback DNA DNA that contains palindromic
sequences that can form hairpin double-
stranded structures when denatured DNA is
allowed to renature.

forward genetics Analysis of the phenotype or
function leads to identification of interesting
mutants, which might be used to analyze a par-
ticular process or clone the genes responsible
for regulating this process.

forward mutationAmutation from the wild type
to the mutant. A back mutation restores the
wild-type phenotype.

frameshift mutation A mutation resulting from
inserting or deleting a group of nucleotides
that is not a multiple of three, so that the
polypeptide produced will probably have a
new set of amino acids specified for down-
stream of the frameshift.

FST Coancestry coefficient; a measure of the
relatedness of individuals.

functional genomics Study of what traits/
functions are conferred on an organism by
specific DNAsequences. Typically functional
genomics occurs after the DNA sequences
have been identified.

fusion protein A hybrid protein molecule pro-
duced when a gene of interest is inserted into
a vector and displaces the stop codon for a
gene already present in the vector. The fusion
protein begins at the amino end with a portion
of the vector protein sequence and ends with
the protein of interest.

G-banding Dark bands on chromosomes pro-
duced by Giemsa staining; G-bands occur in
A-T rich regions of the chromosome.
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gamete A germ or reproductive cell, i.e., the
sperm and ovum or egg.

gap genes Gap gene mutants lack large areas
of the normal cuticular pattern. Three wild-
type gap genes, Krüppel+, hunchback+, and
knirps+, regionalize the embryo by delimi-
ting domains of homeotic gene expression
and effect position-specific regulation of the
pair-rule genes.

gating The process of shutting off a function
when the value of a specific parameter attains
a critical level.

gel electrophoresis Separation of molecules on
the basis of their net electrical charge and size.

gene A segment of DNA that codes for an RNA
and/or a polypeptide molecule. It includes
regions preceding and following the coding
region, as well as introns.

gene amplification The production of multiple
copies of a DNA segment in order to increase
the rate of expression of a gene carried by the
segment. The chorion genes of Drosophila are
amplified in the ovary.

gene boundaries Boundaries between active
and inactive chromatin occur along the chro-
mosomes. Such boundaries are established
by insulators that act as a neutral barrier to
the influence of neighboring elements.

gene cloning Insertion of a fragment of DNA
containing a gene into a cloning vector and
subsequent propagation of the recombinant
DNA molecule in a host organism. Recently,
cloning of a DNAfragment by the polymerase
chain reaction has simplified the technology.

gene conversion A genetic process by which one
sequence replaces another at an orthologous
or paralogous locus, resulting in concerted
evolution. May result from mismatch repair.

gene duplication The duplication of a DNA seg-
ment coding for a gene; gene duplication pro-
duces two identical copies which may retain
their original function allowing the organism
to produce larger amounts of a specific pro-
tein. Alternatively, one of the gene copies may
be lost by mutation and become a pseudogene,
or a duplicated gene can evolve to perform a
different task.

gene expression The process by which the infor-
mation carried by a gene is made available
to the organism through transcription and
translation.

gene gun A method for propelling microscopic
particles coated with DNA into cells, tissues,
and organelles to produce stable or transient
transformation.

gene library A collection of recombinant clones
derived from genomic DNA or from the
cDNA transcript of an mRNA preparation. A
complete genetic library is sufficiently large
to have a high probability of containing every
gene in the genome.

gene regulation The mechanisms that determine
the level and timing of gene expression.

gene targeting A technique for inserting changes
into a genetic locus in a desired manner. The
desired locus is transferred into an embryo by
microinjection where it is allowed to undergo
homologous recombination into the chromo-
somes, replacing the original allele.

gene transfer The movement of a gene or
group of genes from a donor to a recipient
organism.

genetic code The rules that determine which
triplet of nucleotides code for which amino
acid during translation. There are more than
20 different amino acids and four bases (ade-
nine, thymine, cytosine, and guanine). There
are 64 potential combinations of the four bases
in triplets (4 × 4 × 4). A doublet code would
only be able to code for 16 (4 × 4) amino
acids. Since only 20 amino acids exist, there is
redundancy in the system so that some amino
acids are coded for by two or three different
triplets (codons).

genetic distance A measure of the evolution-
ary divergence of different populations of a
species, as indicated by the number of allelic
substitutions that have occurred per locus in
the two populations. The most widely used
measure of genetic distance is that of Nei
(1972), D = −ln(I).

genetic diversity (GST) Variation in populations
averaged over different loci.
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genetic engineering The deliberate modifica-
tion of genes by man. Also called gene splic-
ing, gene manipulation, recombinant DNA
technology.

genetic linkage Genes are located together on the
same chromosome.

genetic marker An allele whose phenotype is
recognized and which can be used to moni-
tor the inheritance of its gene during genetic
crosses between organisms with different
alleles.

genetic sex determination system The mecha-
nism in a species by which sex is determined.
In most organisms, sex is genetically, rather
than environmentally, determined.

genic balance model of sex determination in
Hymenoptera Sex is determined by a balance
between nonadditive male-determining genes
and additive female-determining genes scat-
tered throughout the genome. Maleness genes
(m) have noncumulative effects but female-
ness genes (f ) are cumulative. In haploid
individuals m > f, which results in a male,
whereas in diploids ff > mm, which results
in a female.

genome The total complement of DNA in an
organism.

genomic footprinting A technique for identi-
fying a segment of a DNA molecule in a
living cell that is bound to some protein of
interest. The phosphodiester bonds in the
region covered by the protein are protected
from attack by endonucleases. A control sam-
ple of pure DNA and one of protein-bound
DNA are subjected to endonuclease attack.
In DNA footprinting the resulting fragments
are electrophoresed on a gel to separate them
according to their size. For every bond that
is susceptible to restriction, a band is found
on the control gel. The gel prepared from
the protein-bound DNA will lack bands, and
these missing bands identify where the pro-
tein is protecting the DNA from being cut.
The goal of genomic footprinting is to deter-
mine the contacts between DNA bases and
specific proteins in a living cell. DNA foot-
printing determines these interactions in vitro.

genomic imprinting The process by which some
genes are found to function differently when

they are transmitted by the mother rather
than the father, or vice versa. Mechanisms
of imprinting may include methylation of the
DNA. The more a gene is methylated, the less
likely it is to be expressed.

genomic library A random collection of DNA
fragments from a given species inserted into
a vector (plasmids, phages, cosmids). The
collection must be large enough to include
all the unique nucleotide sequences of the
genome.

genomics The study of genome data. The com-
plete DNA sequences of organisms such as
the human, mouse, rat, zebrafish, D. melano-
gaster, C. elegans, and Arabidopsis thaliana
can provide a plethora of information on
entire families of genes and whole path-
ways of interacting proteins. See also func-
tional genomics, proteomics, and structural
genomics.

genotype The genetic constitution of an organ-
ism. The phenotype of the organism is its
appearance or observable character.

geotaxis The movement of an animal in response
to gravity.

glycosylation A process in which a sugar or
starch is linked to a protein molecule.

GMO Genetically modified organism.

guanine A purine in one of the nucleotides in
DNA and RNA.

haploid Cells or organisms that contain a single
copy of each chromosome.

Hardy–Weinberg equilibrium An equilibrium
of genotypes achieved in populations of infi-
nite size in which there is no migration,
selection, or mutation after at least one gener-
ation of panmictic mating. With two alleles,
A and a, of frequency p and q, the Hardy–
Weinberg equilibrium frequencies of the
genotypes AA, Aa, and aa are p2, 2pq, and q2,
respectively.

helicase The enzyme responsible for breaking
the hydrogen bonds that hold the double helix
together so that replication of DNA can occur.

helix A spiral staircase-like structure with a
repeating pattern.
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helper plasmid A plasmid that is able to supply
something to a defective plasmid, thus
enabling the defective plasmid to function.

heritability In the broad sense (hB = VG/VP),
the fraction of the total phenotypic variance
that remains after exclusion of the variance
due to environmental effects. In the nar-
row sense, the ratio of the additive genetic
variance to the total phenotypic variance
(VA/VP).

Hermes A transposable element that has been
engineered for transforming insects other than
Drosophila. Hermes was discovered in the
house fly Musca domestica.

heterochromatin The regions of the chromo-
some that have large amounts of noncoding
repetitive DNA.

heteroduplex DNA A hybrid DNA–DNA
molecule formed from tracer and driver from
different individuals or species.

heterogametic sex The sex that produces
gametes containing unlike sex chromosomes.
Many males are XY and thus heterogametic.
Lepidopteran females are the heterogametic
sex. Crossing over is often suppressed in the
heterogametic sex.

heterogeneous nuclear ribonucleoproteins
(hnRNPs) Pre-mRNAs and mRNAs are asso-
ciated with a set of at least 20 proteins
throughout their processing in the nucleus and
transport to the cytoplasm. Some of these
hnRNPs contain nuclear export signals.

heterologous DNA DNA from a species other
than that being examined.

heterologous recombination Recombination
between two DNA molecules that apparently
lack regions of homology.

heteroplasmy The coexistence of more than one
type of mitochondrial DNA within a cell or
individual.

heterosis Also known as hybrid vigor.

heterozygosity Having a pair of dissimilar alle-
les at a locus (eg., Aa); a measure of genetic
variation in a population estimated by a single
locus or an average over several loci.

heterozygoteAdiploid cell or organism that con-
tains two different alleles of a particular gene.

highly repetitive DNA DNA made up of short
sequences, from a few to hundreds of
nucleotides long, which are repeated on an
average of 500,000 times.

histone gene family See histones.

histones Basic proteins that make up nucleo-
somes and have a fundamental role in chro-
mosome structure.

Hogness box A DNA sequence 19–27 bp
upstream from the start of a eukaryotic struc-
tural gene to which RNA polymerase II
binds. The sequence is usually 7 bp long
(TATAAAA); named in honor of D. Hog-
ness. Often called TATA box and pronounced
“tah-tah.”

holocentric Chromosomes that have diffuse
centromeres.

homeo domain See homeobox.

homeobox A conserved DNA sequence about
180 bp in size found in a number of homeotic
genes involved in eukaryotic development.
Homeobox genes (genes to which the home-
obox is attached) are those genes that are
responsible for embryonic development.

homeotic The replacement of one serial body
part by a serially homologous body part.

homeotic gene Genes that determine the iden-
tification and sequence of segments during
embryonic development in insects. Although
most genes with a homeo domain are in the
homeotic class, a few are found among the
segmentation genes. Homeotic genes have
been described in a variety of insects other
than Drosophila, including Musca, Aedes,
Anopheles, Blatella, and Tribolium.

homeotic mutations Mutations in which one
developmental pattern is replaced by a dif-
ferent but homologous one. Homeotic muta-
tions of Drosophila and other insects cause
an organ to differentiate abnormally and
form a homologous organ that is charac-
teristic of an adjacent segment. Examples
in Drosophila include aristapedia in which
the antenna becomes leglike, and bithorax
in which halteres are changed into winglike
appendages.

homoduplex DNA moleculesAdouble-stranded
DNA molecule in which the two strands
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come from different sources in DNA–DNA
hybridization. Heteroduplex DNA will dena-
ture or melt into single strands at lower
temperatures than homoduplex DNA from a
single source.

homogametic sex The sex that produces gametes
with only one kind of sex chromosome. The
females of many insects are XX and thus
homogametic.

homologous chromosomes Two or more identi-
cal chromosomes.

homologous genes Two genes from different
organisms and therefore of different sequence
that code for the same gene product.

homology Homology has been defined as
“having a common evolutionary origin,” but
also is often used to mean “possessing simi-
larity or being matched.”

homoplasy Phenomena that lead to similarities in
character states for reasons other than inher-
itance from a common ancestor, including
convergence, parallelism, and reversal.

homozygous Diploid cells or organisms that
contain two identical alleles of a particular
gene.

horizontal gene transfer The transfer of genetic
information from one species to another.
Mechanisms and frequency are not well
understood in insects.

hot-start PCR Hot start is a method to optimize
the yield of desired PCR product and to sup-
press nonspecific amplification. This is done
by withholding an essential component of the
PCR, such as the DNA polymerase, until the
reaction mixture has been heated to a tem-
perature that inhibits nonspecific priming and
primer extension. See also polymerase chain
reaction (PCR).

housekeeping genes Genes whose products are
required by the cell for normal maintenance.

humoral immunityThe immune system response
that consists of soluble blood serum compo-
nents that fight an infection.

hybrid dysgenesis A syndrome of genetic abnor-
malities that occurs when hybrids are formed
between strains of Drosophila melanogaster,
one carrying (P) and the other lacking (M)

the transposable P element. The abnormali-
ties include chromosomal damage, lethal and
visible mutations, and sometimes sterility.
Dysgenesis is caused by crossing Pmales × M
females, but the reciprocal cross is not
dysgenic.

hybridization probe A labeled nucleic acid
molecule used to identify complementary or
homologous molecules through the formation
of stable base pairs.

hydrogen bonding A hydrogen bond is a weak
electrostatic attraction between an electrone-
gative atom (such as oxygen or nitrogen)
and a hydrogen atom attached to a second
electronegative atom. In effect, the hydrogen
atom is shared between the two electronega-
tive atoms.

hypertranscription Transcription of DNA at a
rate higher than normal. For many species
with an XY sex-determination system, the
male compensates for his single X chromo-
some by hypertranscribing the X chromo-
some. He produces a nearly equal amount of
gene product compared to what is produced
by females with two X chromosomes.

imaginal discs Cells set off during embryonic
development that will give rise, during the
pupal stage, to adult organs.

in silico biology In silico biology refers to
the use of computers to perform biological
studies.

in situ hybridization The pairing of complemen-
tary DNA and RNA strands, or the pairing
of complementary DNA single strands to
produce a hybrid molecule in intact chro-
mosomes or cells. Pairing is detected by
some form of label. For chromosomal squash
preparations on glass slides, the DNAs are
denatured and adhering RNAs and proteins
are removed. Then the DNA is incubated
with tritium-labeled nucleic acid probes. The
radioactive molecules hybridize with the
DNAsegments of specific chromosomal areas
and these are visualized in autoradiographs. It
also can be used to identify DNAsequences in
DNAs released from lysed bacterial colonies
onto nitrocellulose filters.

in vitro packaging The production of infec-
tious particles by enclosing naked DNA in
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lambda (λ) phage packaging proteins and
preheads.

inbreeding coefficient The correlation of genes
within individuals (FIT), or the correlation
of genes within individuals within popula-
tions (FIS). Both FIS and FIT are measures
for deviation from expected Hardy–Weinberg
proportions.

indelAn insertion or deletion in a DNAsequence.

independent assortment See Law of Indepen-
dent Assortment.

inducible enzymes Enzymes whose rate of pro-
duction is increased by the presence of certain
molecules.

initiation codon AUG serves as an initiation
codon when it occurs at the start of a gene; it
marks the site where translation should begin.
AUG also codes for methionine, so most
newly synthesized polypeptides will have this
amino acid at the amino terminus, although
it may later be removed by posttranslational
processing of the protein. AUG is the only
codon for methionine, so AUGs that are not
initiation codons are also found in the middle
of a gene.

insertion mutation Alteration of a DNA
sequence by inserting one or more nucleotides.

insertion sequences Insertion sequences are the
simplest transposable elements, carrying no
genetic information except what is needed
to transpose (i.e., transposase). Usually
700–2500 bp long, denoted by the prefix IS
and followed by the type number.

insertion vectors Vectors that have a single target
site at which foreign DNA is inserted.

insulators Novel sequence elements found
recently in Drosophila that are associated
with boundaries between active and inactive
genes, protecting against position. Insulators
act as a neutral barrier against both posi-
tive and negative effects of the chromosomal
environment.

intercalating agent A chemical compound
which is able to invade the space between
adjacent base pairs of a double-stranded DNA
molecule; including ethidium bromide.

intergenic region The noncoding region between
segments of DNA that code for genes.

interphase The stage of the cell cycle when chro-
mosomes are not visible by light microscopy.
During interphase, DNA synthesis occurs.

introgression The incorporation of genes of
one species into the gene pool of another.
If the ranges of two species overlap and
fertile hybrids are produced, they will
tend to backcross with the more abundant
species.

intron A region of eukaryotic DNA coding for
RNA that is later removed during splicing; it
does not contribute to the final RNA product.

inverse PCR Inverse PCR allows amplification
of an unknown DNA sequence that flanks a
“core” region with a known sequence. The
basic method for inverse PCR involves digest-
ing template DNA, circularizing the digested
DNA, and amplifying the flanking DNA out-
side the core region with the primers oriented
in the opposite direction of the usual orienta-
tion. Primers for inverse PCR are synthesized
in the opposite orientation and are homolo-
gous to the ends of the core region so that DNA
synthesis proceeds across the uncharacterized
region of the circle rather than across the
characterized core region.

inversion Alteration of the sequence of a DNA
molecule by removal of a segment followed
by its reinsertion in the opposite orientation.

inverted repeat Two identical nucleotide
sequences repeated in opposite orientation
in a DNA molecule, either adjacent to one
another or some distance apart.

ion channels The membrane passages that allow
certain ions to cross the membrane.

ionic selectivity The ability of ion channels to
permit certain ions to cross the membrane, but
not others.

isozymes (isoenzymes) Multiple forms of an
enzyme that differ from each other in their
substrate affinity, in their activity, or in their
regulatory properties. Isozymes are complex
proteins of paired polypeptide subunits. They
often have different isoelectric points and
can be separated by electrophoresis.

jumping genes Genes that move within the
genome, usually because they are associated
with transposable elements.
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junk DNA The proportion of DNA in a genome
that apparently has no function. Also called
parasitic or selfish DNA.

kilobase A kilobase (kb) of DNA= 1000
nucleotides.

kilodalton (kDa) A unit of mass equal to 1000
daltons (Da). One dalton is nearly equal to the
mass of a hydrogen atom.

kin selection A theory put forth by W. D. Hamil-
ton (1964) that states that an altruistic act is
favored because it increases the inclusive fit-
ness of the individual performing the social
act. Inclusive fitness is the fitness of the indi-
vidual as well as his effects on the fitness of
any genetically related neighbors. Kin selec-
tion could explain the evolution of sociality,
which appears to have developed as many as
11 times in the order Hymenoptera.

Klenow fragment A portion of bacterial DNA
polymerase I derived by proteolytic cleavage.
It lacks the 5′-to-3′ exonuclease activity of the
intact enzyme.

lagging strand The DNA strand in the double
helix which is copied in a discontinuous man-
ner during DNA replication; short segments
of DNA produced during the replication are
called Okazaki fragments.

lambda or λ A double-stranded DNA virus (bac-
teriophage) that can invade E. coli. Once
inside the cell λ can enter a lysogenic cycle
or a lytic cycle of replication, which results in
death of the host cell. λ has been genetically
engineered as a vector for cloning. λ is also
a microliter unit of measurement, the volume
contained in a cube 1 mm on a side.

Law of Independent Assortment One of
Mendel’s laws. The members of different
pairs of factors assort independently. Differ-
ent pairs of alleles assort independently into
gametes during gametogenesis, if they are
on different chromosomes. The subsequent
pairing of male and female gametes is at
random, which results in new combinations
of alleles.

Law of Segregation One of Mendel’s laws. The
factors of a pair of characters segregate. Sep-
aration into different gametes, and thus into
different progeny, of the two members of each
pair of alleles possessed by the diploid parent.

leader sequence An untranslated segment of
mRNA from its 5′ end to the start codon.

leading strand The DNA strand in the double
helix which is copied in a continuous fashion
during DNA replication.

lethal mutation Mutation of a gene to yield no
product, or a defective gene product, resulting
in the death of the organism because the gene
product is essential to life.

leucine zipper DNA binding proteins that con-
tain four to five leucine residues separated
from each other by six amino acids. The
leucines on two protein molecules interdigi-
tate and dimerize in a specific interaction with
a DNArecognition sequence. Leucine zippers
are involved in regulating gene expression.

library A set of cloned DNA fragments which
represent the entire genome.

ligase DNA ligases are enzymes that catalyze the
formation of a phosphodiester bond between
adjacent 3′-OH and 5′-P termini in single-
stranded DNA. DNA ligases function in DNA
repair to seal single-stranded nicks between
adjacent nucleotides in a double-stranded
DNA molecule.

ligation Enzymatic joining together of nucleic
acid molecules through their ends.

likelihood methods Likelihood methods of ana-
lyzing DNA sequence data rely on genetic
models and provide a basis for statistical infer-
ence. Maximum likelihood methods of tree
construction assume the form of the tree and
then choose the branch length to maximize the
likelihood of the data given that tree. These
likelihoods are then compared over different
possible trees and the tree with the great-
est likelihood is considered to be the best
estimate.

linkage A linkage group is a group of genes
located on a single chromosome.

linkage map A diagram of the order and relative
distances between gene loci on chromosomes,
based on the frequency of recombination of
the linked genes in the genomes of progeny
obtained from crossing parents with different
genetic markers.

linker DNA The DNA that links nucleosomes;
the function of linker DNA is unresolved.
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locus The position of a gene on a chromosome.
Plural: loci.

long germ band development A pattern of
development in insects such as D. melano-
gaster in which the pattern of segmentation
is established by the end of blastoderm.

long-period interspersion genome organiza-
tion This organization of the DNA in the
genome involves long (>5600 bp) repeats
alternating with very long (>12 kb) uninter-
rupted stretches of unique DNA sequences.
Long-period interspersion is characteristic of
species with small genomes. Short-period
interspersion involves a pattern of single-
copy DNA, 1000–2000 bp long, alternating
with short (200–600 bp) and moderately long
(1000–4000 bp) repetitive sequences, which
is characteristic of the DNA in most animal
species.

lysis The process of disintegrating a cell, which
involves rupturing the membranes, breaking
up the cell wall and nuclear membrane.

lysogenic During the lysogenic phase of a bac-
teriophage, the DNA of a virus is inte-
grated into the chromosome of its bacterial
host.

lytic A virus in a lytic phase undergoes intracel-
lular multiplication, and lysis of the bacterial
host cell results.

major groove The larger of the two grooves that
spiral around the surface of the double helix
of the DNA molecule.

map unit In linkage maps, a 1% recombina-
tion frequency is defined as a map unit or
one centimorgan. A number proportional to
the frequency of recombination between two
genes.

mariner A transposable element that has been
engineered for transforming insects other
than Drosophila. mariner elements are
widely found in arthropods and in insect-
parasitic nematodes, other nematodes, flat-
worms, hydras, humans, mouse, rat, Chinese
hamster, sheep, and cows. mariner has been
used to transform chicken, zebrafish, and a
protozoan.

marker (DNA size marker) A DNA fragment
of known size used to calibrate an elec-
trophoretic gel.

marker (genetic) A trait that can be observed to
occur (or not) in an organism. Marker genes
include genes conferring resistance to antibi-
otics, expression of green fluorescent protein,
eye color, etc.

maternal effect gene Genes with a maternal
effect are genes in the mother which have
an effect on the phenotype of her progeny.
Usually the result of depositing products or
maternally derived mRNAs in the egg that are
used or transcribed by the embryo.

maternally inherited Characters that are trans-
mitted primarily by cytoplasmic genetic fac-
tors (including mitochondria, viruses, some
mRNAs) derived solely from the maternal
parent. Also known as cytoplasmic inheri-
tance or extranuclear heredity.

Maxam and Gilbert sequencing method A
“chemical” method to sequence DNA devel-
oped in 1977 byA. M. Maxam and W. Gilbert.
Single-stranded DNA derived from double-
stranded DNA and labeled at the 5′ end with
32P is subjected to several chemical cleav-
age protocols to selectively make breaks on
one side of a particular base. The frag-
ments are separated by size by electropho-
resis on acrylamide gels and identified by
autoradiography.

maximum parsimony methods Taxonomic
methods that focus on the character val-
ues observed and minimizing the number of
changes in character state between species
over the tree, making the assumption that
there have been approximately constant rates
of change. The changes at each node in
the tree are inferred to be those that require
the least number of changes to give each
of the two character states of the immediate
descendants.

median melting temperature The temperature
at which 50% of the double helices have dena-
tured; the midpoint of the temperature range
over which DNA is denatured.

meiosis The sequence of events occurring during
two cell divisions to convert diploid cells into
haploid cells.

meiotic drive Any mechanism that results in the
unequal recovery of the two types of gametes
produced by a heterozygote.
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melting of DNA Melting DNAmeans to denature
it by heat, breaking the hydrogen bonds that
hold the two strands together.

messenger RNA (mRNA) RNA molecules
which code for proteins and which are trans-
lated on the ribosomes.

methylation In bacteria, enzymes (modifica-
tion methylases) that bind to the DNA attach
methyl groups to specific bases. This methy-
lation pattern is unique to and protects the
species from its own restriction endonucle-
ases. Methylation also occurs in eukaryotes
and may be involved in genomic imprinting.
Genes that are methylated are less likely to be
active.

M13 bacteriophage A single-stranded bacterio-
phage cloning vehicle, with a closed circular
DNA genome of approximately 6.5 kb. M13
produces particles that contain ss DNA that
is homologous to only one of the two com-
plementary strands of the cloned DNA and
therefore is particularly useful as a template
for DNA sequencing.

M13 universal primer A primer derived from
the M13 bacteriophage is used for sequenc-
ing reactions and has been used to identify
satellite DNA sequences in many organisms.

µg A microgram (µg) is 10−6 of a gram.

micron One-thousandth of a millimeter. A Greek
letter µ is its symbol.

microsatellite DNA Pieces of the same small
segment which are repeated many times.

minor groove The smaller of the two grooves that
spiral around the surface of the DNA double
helix.

MinosAtransposable element that has been engi-
neered for transforming insects other than
Drosophila. Minos has a wide host range
and can transform human cell lines, mak-
ing it potentially useful for mutagenesis and
analysis of the human genome.

mitochondrion An organelle that occurs in
the cytoplasm of all eukaryotes, capable
of self-replicating. Each mitochondrion is
surrounded by a double membrane. The
inner membrane is highly invaginated, with
projections called cristae that are tubular
or lamellar. Mitochondria are the sites of
oxidative phosphorylation which result in
the formation of ATP. Mitochondria contain

distinctive ribosomes, transfer RNAs, and
aminoacyl-tRNA synthetases. Mitochondria
depend upon genes within the nucleus of the
cells they inhabit for many essential mRNAs.
Proteins translated from mRNAs in the cyto-
plasm are imported into the mitochondrion.
Mitochondria are thought to be endosym-
bionts derived from aerobic bacteria that are
associated with primitive eukaryotes. The
genetic code of mitochondria differs slightly
from the universal genetic code. Mitochon-
dria are transferred primarily through the egg,
and thus are maternally inherited.

mitosis The sequence of events that occur during
the division of a single cell into two daughter
cells.

mobile genetic element See transposable
element.

moderately repetitive DNA Nucleotide
sequences that occur repeatedly in chromo-
somal DNA. Repetitive DNA is moderately
(= middle) repetitive or highly repetitive.
Highly repetitive DNA contains sequences
of several nucleotides repeated millions of
times. It is a component of constitutive het-
erochromatin. Middle-repetitive DNA con-
sists of segments 100–500 bp long repeated
100 to 10,000 times each. This class also
includes the genes transcribed into tRNAs
and rRNAs.

molecular biology A term broadly used to
describe biology devoted to the molecular
nature of the gene and its biochemical reac-
tions such as transcription and translation.

molecular clock The hypothesis that molecules
evolve in direct proportion to time so that
differences between molecules in two differ-
ent species can be used to estimate the time
elapsed since the two species last shared a
common ancestor.

molecular evolution That subdivision of the
study of evolution that studies the structure
and functioning of DNAat the molecular level
over time.

molecular genetics Genetic studies that focus
on the molecular nature of genes and gene
expression.

molecular phylogenyAn analysis of the relation-
ships of groups of organisms as reflected by
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the evolutionary history detected in molecules
(proteins, DNA).

molecular systematics The detection, descrip-
tion, and explanation of molecular diversity
within and among species.

morphogen Molecules whose local concentra-
tion directly determines the local pattern of
differentiation.

mRNA Messenger RNA.

mtDNA Mitochondrial DNA.

monoclonal antibody A single antibody pro-
duced in quantity by cultured hybridoma cell
lines.

Muller’s ratchet The accumulation of deleteri-
ous mutations that can lead to extinction of a
population of a sexual species.

multigene family A group of genes that are
related either in nucleotide sequence or in
terms of function; they are often clustered
together.

multiple-locus, multiple-allele model A model
for sex determination in Hymenoptera.

multiplex PCR When more than one pair of
primers is used in a PCR, multiple segments of
target DNA can be amplified simultaneously
and thus conserve template, save time, and
minimize expense. See also polymerase chain
reaction (PCR).

mushroom body Two nerve structures in the
brain of insects.

mutagen A chemical or physical agent able to
induce a mutation in a DNA molecule.

mutant An organism expressing the effects of a
mutated gene in its phenotype.

mutation A change in the nucleotide sequence
of a DNA molecule. Mutations can involve
duplications, deletions, inversions, transloca-
tions, and substitutions.

nanogram (ng) A nanogram is one billionth of
a gram.

nanometer (nm) A nanometer is one billionth of
a meter.

negative heterosis The inferiority of a heterozy-
gote over that of the homozygotes with respect
to one or more traits such as growth, survival,
or fertility.

neuropeptides Small molecules functioning
within and without the nervous system of
insects to modify behavior.

neutral theory of molecular evolution A the-
ory that the majority of the nucleotide sub-
stitutions in the course of evolution are
the result of the random fixation of neu-
tral or nearly neutral mutations, rather
than the result of positive Darwinian selec-
tion. Many protein mutations are selectively
neutral and are maintained in the popu-
lation by the balance between new muta-
tions and their random extinction. Neutral
mutations have a function, but they are
equally effective in comparison to the ances-
tral alleles in the survival and reproduction
of the organisms carrying them. Neutral
mutations spread within populations by
chance because only a relatively small num-
ber of gametes are sampled each genera-
tion and thus are transmitted to the next
generation.

nick A break in a single strand of a double-
stranded DNA molecule.

nick translation A commonly used method of
labeling DNAmolecules with radioactive iso-
topes. DNA polymerase I is used to incor-
porate radiolabeled nucleotides in an in vitro
reaction.

nitrogenous base A purine or pyrimidine com-
pound that forms part of the structure of a
nucleotide.

noncoding strand The polynucleotide of the
DNA double helix that does not carry the
genetic information, but that is the comple-
ment of the coding strand.

nonsense mutation A mutation in a nucleotide
sequence that changes a triplet coding for an
amino acid into a termination codon so that a
truncated polypeptide is produced which can
alter the protein’s activity.

Northern blotting A technique for transferring
mRNAs from an agarose gel to a nitrocel-
lulose filter paper sheet via capillary action.
The RNA segment of interest is probed with
a radiolabeled DNA fragment or gene.

nuclear genome The portion of the genome
contained in the nucleus of eukaryotes on
chromosomes.
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nuclear pore complex A large structure form-
ing a transport channel through the nuclear
envelope.

nucleic acid Either of the polymeric molecules
DNA or RNA.

nucleic acid hybridization The bonding of two
complementary DNA strands, or one DNA
and one RNA strand, to identify nucleic
sequences of interest. Southern blot, Northern
blot, and plaque or colony hybridization tech-
niques are all based on nucleic acid hybridiza-
tion. All employ labeled probes to identify
DNA or RNA of interest.

nucleolus A nucleolus is an RNA-rich, spher-
ical body associated with a specific chro-
mosomal segment, the nucleolus organizer.
The nucleolus organizer contains the riboso-
mal RNA genes and the nucleolus is com-
posed of the primary products of these genes,
their associated proteins, and a variety of
enzymes.

nucleoside A compound consisting of a purine
or pyrimidine base attached to a five-carbon
sugar.

nucleosome A basic structure by which eukary-
otic chromosomes are organized and com-
pacted. Nucleosomes comprise an octamer
of histone proteins with DNA coiled around
them and are connected to other nucleosomes
by linker DNA.

nucleotide A compound consisting of a purine
or pyrimidine base attached to a five-carbon
sugar, to which a mono-, di-, or triphosphate is
attached. A monomeric unit of DNA or RNA.

nucleus The membrane-bound structure of a
eukaryotic cell containing the DNAorganized
into chromosomes.

null allele An allele that produces no functional
product and therefore usually behaves as a
recessive.

odorant binding protein A protein that
enhances the ability to smell odorants in
small quantities—quantities lower than those
needed to activate olfactory nerves.

Okazaki fragments Short fragments of DNA
that are synthesized during replication of the
lagging strand of the DNA molecule.

oligo See oligonucleotide.

oligonucleotide Short chains of single-stranded
DNA or RNA nucleotides that have been
synthesized by linking together a number of
specific nucleotides. Used as synthetic genes
or DNA probes.

oocytes Cells produced by the ovaries that
eventually become an ovum (egg cell) after
meiosis.

open reading frame (ORF) A series of codons
with an initiation codon at the 5′ end. Often
considered synonymous with “gene” but used
to describe a DNA sequence that looks like
a gene but to which no function has been
assigned.

origin of replication (ORI) A base sequence
in DNA that is recognized as the position at
which the replication of DNA should begin.
In eukaryotes, multiple origins of replication
occur on each chromosome.

P element P elements are transposable DNA ele-
ments first found in Drosophila melanogaster,
where they can cause hybrid dysgenesis if P-
containing strains are crossed with M strains
lacking P elements. P elements have been
engineered to serve as vectors to insert DNA
into the germ line of Drosophila embryos.

pair-rule genes Mutated pair-rule genes result
in repetitive aberrations throughout the germ
band, with the removal of integral, alter-
nate segment-width areas. The pair-rule genes
(including runt+, hairy+, fushi tarazu+,
even skipped+, paired+, odd-paired+, odd-
skipped+, sloppy-paired+ ) are transiently
expressed in seven or eight stripes during
cellularization of the blastoderm.

palindrome A DNA sequence which reads the
same in both directions taking account of the
two strands, i.e., 5′-AAAAATTTTTTT-3′

3′-TTTTTTAAAAAA-5′

paralogy Homology that arises via gene
duplication.

parasegment The visible cuticular patterns of
sclerites and sutures in an insect do not repre-
sent the embryonically determined true seg-
ments. Rather, the visible “segments” are
parasegments.

parental imprinting (also genomic imprinting)
The degree to which a gene expresses itself
depends on which parent transmits the trait

dazzl
Highlight
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to the progeny. Imprinting may result from
different patterns of DNA methylation which
occur during gametogenesis in the two sexes.
For such a system to maintain itself gener-
ation after generation, it would have to be
reversible.

parsimony Parsimony dictates that the mini-
mal number of assumptions are made in an
analysis.

PAS domain Protein sequence associated
with signaling pathways that transmit
environmental information (such as oxy-
gen and light). Sometimes associated with
protein–protein interactions.

paternal sex ratio (PSR) The PSR condition is
only carried by males of the parasitic wasp
Nasonia vitripennis and is transmitted via
sperm to fertilized eggs. After an egg is fertil-
ized by a PSR-bearing sperm, the paternally
derived chromosomes condense into a chro-
matin mass and subsequently are lost. The
PSR chromosome itself survives, disrupting
normal sex determination by changing fertil-
ized diploid (female) eggs into haploid PSR
males. PSR is the first known B chromo-
some of its kind and is unusual in its ability
to destroy the genome of its carrier each
generation

pathogen A virus, bacterium, parasitic proto-
zoan, or other microorganism that causes
disease by invading the body of a host; infec-
tion is not always disease because infection
does not always lead to injury of the host.

PCR See polymerase chain reaction (PCR).

PCR-RFLP A technique that combines the PCR
and RFLP analysis. Genomic DNA is ampli-
fied by traditional PCR. Once the DNA is
amplified, it is cut with restriction enzymes,
electrophoresed, and visualized by ethidium
bromide staining. Because the DNA was
amplified by the PCR, the DNA fragments
can be visualized without having to blot and
probe with a labeled probe, thus making PCR-
RFLP more sensitive and inexpensive than
traditional RFLP analysis.

peptide bond The chemical bond that links
adjacent amino acids into a polypeptide.

phage (bacteriophage) A virus that attacks
bacteria. Frequently used as vectors for

carrying foreign DNA into cells by genetic
engineers.

phagemid A phagemid is a hybrid vector
molecule engineered from plasmid and M13
vectors. Phagemids provide a method for
obtaining single-stranded DNA because they
contain two replication origins, one a stan-
dard plasmid origin that allows produc-
tion of ds DNA, and the other from M13,
which allows the synthesis of ss DNA if
the host cell is superinfected with a helper
phage.

phenetic systematics Classification based on
overall similarities among living organisms.
All possible characters are examined and
average similarities are calculated, with all
characters assumed to be of equal importance.

phenogram A branching diagram that links dif-
ferent taxa by estimating overall similarity
based on data from characters. Characters are
not evaluated as to whether they are primitive
or derived.

phenomics The study of phenotypes with know-
ledge of the genotypes.

phenotype The observable characteristics of an
organism that are determined by both geno-
type and environment.

pheromone-binding protein Two soluble pro-
teins are found in the lymph, a pheromone-
degrading esterase and a pheromone-binding
protein. The pheromone-binding proteins
bind species-specific pheromones and are
present in very high concentrations. Volatile
hydrophobic odorant molecules have to
enter an aqueous compartment and tra-
verse a hydrophilic barrier before reach-
ing olfactory neurons. The function of
the pheromone-binding proteins is not fully
resolved, although they are thought to be
involved in carrying the hydrophobic odor-
ant through the sensillum lymph toward
the receptor proteins located in the dendrite
membranes.

phosphodiester bond The chemical bond that
links adjacent nucleotides in a polynucleotide.

phosphorylation The combination of phospho-
ric acid with a compound. Many proteins in
eukaryotes are phosphorylated.
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phototaxis The movement of a cell or organisms
toward or away from light.

phyletic speciation The gradual transformation
of one species into another without an increase
in species number at any time within the
lineage. Also called vertical evolution or
speciation.

phylogenetic tree A graphic representation of
the evolutionary history of a group of taxa
or genes.

phylogenetics The reconstruction of the evolu-
tionary history of a group of organisms or
genes.

phylogeny The evolutionary history of a group
of taxa or genes, and their ancestors.

physical map A map of the order of genes on
a chromosome. The locations are determined
by DNA sequencing, producing overlapping
deletions in polytene chromosomes, or elec-
tron micrographs of heteroduplex DNAs.

picogram A picogram is 10−12 gram. A pico-
gram of DNA is approximately 0.98 × 109

base pairs.

piggyBac A transposable element that has been
engineered for transforming insects other than
Drosophila.

plaque A clear spot on an opaque bacterial lawn
in a petri dish. A plaque results after a sin-
gle phage adsorbs to a bacterial cell, infects
it, and lyses, releasing progeny phage. The
progeny phage infect nearby bacteria and pro-
duce more phage until a clear area becomes
visible to the naked eye. Each clear area con-
tains many copies of a single phage and,
if the phage is a vector containing exoge-
nous DNA, it contains many copies of the
foreign DNA.

plaque hybridization See plaque screening.

plaque screening Plaque screening is employed
to identify, by nucleic acid hybridization with
radiolabeled probes, those plaques containing
specific DNA sequences.

plasmid Circular, ds DNA molecules found in
bacteria that are often used in cloning. Plas-
mids are independent, stable, self-replicating,
and often confer resistance to antibiotics.
Often used in recombinant DNA work as
vectors of foreign DNA.

pleiotropic Term used to describe a gene that
affects more than one, apparently unrelated,
trait.

plesiomorphic A character used to reconstruct a
phylogeny that is ancestral or primitive.

point mutation A mutation that results from
changes in a single base pair in a DNA
molecule.

pole cells The precursors of the germ cells
become separated early in embryonic devel-
opment in D. melanogaster into distinctive
cells in the posterior of the egg.

poly-A tail The processing of the 3′ end of the
pre-mRNA molecule by the addition of as
many as 200 adenine nucleotides, which may
determine mRNA stability.

polyacrylamide gel Polyacrylamide gels result
from the polymerization of acrylamide
monomers into linear chains and the linking
of these chains with N,N′-methylenebisacryl-
amide (bis). The concentration of acrylamide
and the ratio of acrylamide to bis determine
the pore size of the three-dimensional network
and its sieving effect on nucleic acids of
different size.

polyacrylamide gel electrophoresis (PAGE)
Process by which molecules are separated
based on size and charge using a polyacryl-
amide gel and electrical current.

polydnaviruses The polydnaviruses are viruses
with double-stranded, circular DNA genomes
and found only within certain groups of par-
asitic Hymenoptera. Virus particles replicate
only in the wasp ovary and are secreted into
the oviducts. During oviposition, virus is
injected into host larvae. It is believed that
one (or more) gene in the virus contributes
to the immunosuppressive state of the host,
thus allowing the parasitoid eggs and lar-
vae to survive. The polydnaviruses appear to
integrate into parasitoid chromosomal DNA,
but are also present in extrachromosomal
molecules.

polylinker A genetically engineered segment in
a vector that allows exogenous DNA to be
cloned into that region by one of two or more
unique restriction sites.

polymerAchemical compound constructed from
a long chain of identical or similar units.
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polymerase chain reaction (PCR) A method
for amplifying DNA by means of DNA poly-
merases such as Taq DNA polymerase. PCR
fundamentally involves denaturing double-
stranded DNA, adding dNTPs, DNA poly-
merase, and primers. DNA synthesis occurs,
resulting in a doubling of the number of DNA
molecules defined by the primers. Additional
rounds of denaturation and synthesis occur,
resulting in a geometric increase in DNA
molecules because each newly synthesized
molecule can serve as the template for sub-
sequent DNA amplification. Modifications of
PCR primers have been developed for special
purposes. The PCR is used to clone genes,
produce probes, produce ss DNAfor sequenc-
ing, and carry out site-directed mutagenesis.
DNAsequence differences are used to identify
individuals, populations, and species.

polymorphism Two or more genetically dif-
ferent classes in the same interbreeding
population.

polynucleotide A polymer consisting of nucleo-
tide units.

polypeptide (protein) A chain of amino acids
linked by peptide bonds; each protein is a gene
product.

polyploidy An increase in the number of copies
of the haploid genome. Most individuals are
2n, but species are known that are poly-
ploid (3n, 4n, 5n, 6n) and such species are
parthenogenetic because of the difficulty of
maintaining normal meiosis. Many insect
species have tissues that are polyploid, includ-
ing the salivary glands, nurse cells of the
ovary, and fat body, but the germ-line tissues
remain 2n.

polyribosome (polysome) An mRNA molecule
in the process of being translated by multiple
ribosomes.

polytene chromosomes Chromosomes in which
the chromatid has duplicated up to 1000-fold
without separating. Salivary gland chromo-
somes in Drosophila and other Diptera are
polytene. The discrete bands of polytene chro-
mosomes allow a physical map of genes to be
constructed using light microscopy.

polyteny See polytene chromosomes.

position effect variegation The change in the
expression of a gene when it is moved to a
different region of the genome. The change
in expression can be stable or variegated.
Variegated position effects usually involve
the suppression of wild-type gene activity
when it is placed in contact with heterochro-
matin because of a chromosomal mutation.
Under some conditions the gene may escape
suppression and the final phenotype of the
organism may be variegated, with patches of
normal and mutant tissues.

positive and negative selection A method for
detecting and obtaining, from among many
cells or organisms, those few with the desired
genetic changes induced by genetic engi-
neering. Marker genes are inserted into the
organism along with the desired genes; such
marker genes confer resistance to antibiotics
or other chemicals and allow researchers to
identify those cells/individuals that contain
the newly inserted genes.

posttranscriptional processing Changes made
to mRNAs, rRNAs, and tRNAs before they
are finished products.

posttranslational processing Changes to poly-
peptide chains after they have been syn-
thesized—cleavage of specific regions to
convert proenzymes to enzymes, phosphory-
lation, etc.

postzygotic isolating factors Factors that help
to maintain reproductive isolation between
species even if mating between them does
occur, such as hybrid inviability or hybrid
sterility.

pre-mRNA The unprocessed transcript of a
protein-coding gene.

prezygotic isolating factors Aspects of a
species’ biology that help to maintain repro-
ductive isolation so that mating between dif-
ferent species/populations does not occur,
including mating discrimination or differ-
ences in habitat preferences.

primary transcript The immediate product of
transcription of a gene or group of genes
which will be processed to give the mature
transcript(s).

primase The RNA polymerase that synthesizes
the primer needed to initiate replication of a
DNApolynucleotide during DNAreplication.
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primer A short oligonucleotide that is attached
to a ss DNA molecule in order to provide a
site at which DNA replication can begin.

primer-dimer artifacts Low molecular weight
DNA products produced during PCR as arti-
facts when the reaction is carried out with high
primer concentrations, too much DNA poly-
merase in early cycles, and small amounts
of template DNA. The primer-dimer is made
when the DNA polymerase makes a prod-
uct by reading from the 3′ end of one primer
across to the 5′ end of the other primer. This
results in a sequence being produced that is
complementary to each primer and can serve
as a template for additional primer binding
and extension.

prion Proteinaceous molecules found in the
membranes of cells in the brains of ver-
tebrates. In 1982, Stanley Prusiner dis-
covered that mutated versions could cause
a neurodegenerative disease called bovine
spongiform encephalopathy (BSE or “mad
cow disease”) in cattle and Creutzfeld–Jakob
Disease and kuru in humans. These “proteina-
ceous infected particles” do not contain DNA
but are able to transmit the disease.

probe A probe is a molecule labeled with radio-
active isotopes or another tag that is used to
identify or isolate a gene, gene product, or
protein.

prokaryote An organism whose cells lack a
distinct nucleus.

promoter A region of DNA crucial to the accu-
racy and rate of transcription initiation. Usu-
ally immediately upstream of the gene itself.

proofreading A mechanism by which errors in
DNA synthesis are corrected. Proofreading
is carried out by a 3′ to 5′ exonuclease and
increases the fidelity of the base-pairing
mechanism.

protease An enzyme that degrades proteins.

protein The polymeric compounds made up of
amino acids.

proteoglycan A protein that is glycosylated to a
variety of polysaccharide chains.

proteome The protein complement of a cell.

proteomics The science and process of analyz-
ing all the proteins encoded by a genome

(a proteome). Currently the majority of all
known and predicted proteins have no known
cellular function. Determining protein func-
tion on a genome-wide scale can provide
critical clues to the metabolism of cells and
organisms. Proteomics involves understand-
ing the biochemistry of proteins, processes,
and pathways. Two-dimensional gel analyses
were used in the late 1970s to identify pro-
teins active (expressed) in different tissues at
different times. Now, biological mass spec-
trometry is a powerful method for protein
analysis, involving identification or localiza-
tion of proteins and interactions of proteins.

proteosome A large protein complex in the cyto-
plasm of eukaryotic cells that contains pro-
teolytic enzymes. Proteosomes break down
proteins that have been tagged for destruction
by the addition of ubiquitin.

pseudogene A nucleotide sequence that is simi-
lar to a functional gene, but without accurate
information so that it is not functional.

PSR See paternal sex ratio (PSR).

puffing A swelling in the giant polytene chromo-
somes of salivary glands of many dipterans.

pulsed field gel electrophoresis A technique
for separating DNA molecules by subject-
ing them to alternately pulsed, perpendicu-
larly oriented electrical fields. The technique
allows separation of the yeast genome into
a series of intact chromosomes on a gel.
Chromosomes larger than yeast chromosomes
are digested with a restriction enzyme before
electrophoresis.

purine One of the two types of nitrogenous bases
that are components of nucleotides.

pyrimidine One of the two types of nitrogenous
bases that are components of nucleotides.

Q-banding Bands on chromosomes produced by
quinacrine staining. The staining can only be
seen under UV light and is brightest inAT-rich
regions.

quantitative genetics Analysis of the genetic
influence of many genes and substantial
environmental variation. It is assumed that
Mendel’s laws of discrete inheritance apply to
complex characteristics, so that many genes,
each with small effect, combine to produce
observable differences among individuals in a
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population. Quantitative genetics determines
the sum of heritable genetic influence on
traits, regardless of the complexity of genetic
modes of action or the number of genes
involved. It does not tell us which genes are
responsible for the trait.

quantitative trait loci (QTL) Specific DNA
sequences that are related to (located near to)
known traits, which may be determined by
multiple loci.

radiolabeling The attachment of a radio-
active atom to a molecule; incorporation of
32P-dNTPs into DNA.

RAPD-PCR RAPD is derived from the term
Random Amplified Polymorphic DNA. PCR
using single primers of arbitrary nucleotide
sequence consisting of 9 or 10 nucleotides
with a 50 to 80% G+C content, and no palin-
dromic sequences. These 10-mers can act
as a primer in PCR and yield reproducible
polymorphisms from random segments of
genomic DNA.

reading frame A nucleotide sequence from
which translation occurs.

real-time PCR Real-time PCR is used to quan-
tify gene expression using a fluorescence-
detecting thermocycler to amplify specific
sequences and measure their concentration
simultaneously. See also polymerase chain
reaction (PCR).

recessive A trait or gene is recessive if it is
expressed in homozygous, but not hetero-
zygous, condition.

reciprocal cross Crosses between individuals
from two different strains (A, B), e.g., A× B
and B ×A.

recombinant DNA molecule A DNA molecule
created by combining DNAfragments that are
not normally contiguous.

recombinant DNA technology All the tech-
niques involved in the construction, study,
and use of recombinant DNA molecules.
Often abbreviated rDNA, which can be con-
fused with ribosomal DNA (rDNA).

recombination A physical process that can lead
to the exchange of segments of two DNA
molecules and that can result in progeny
from a cross between two different parents

with combinations of alleles not displayed by
either parent.

redundancy Some amino acids have more than
one codon. There are 64 possible combina-
tions of four bases arranged in a triplet codon,
but only about 20 amino acids.

regulatory gene A gene that codes for a pro-
tein that is involved in the regulation of the
expression of other genes.

regulatory mutation Mutations that affect the
ability to control gene expression.

regulatory sequence A DNA sequence involved
in regulating the expression of a gene (a
promoter or operator).

reinforcement An event (reward or punishment)
that follows a response and increases or
decreases the likelihood that it will recur.

repetitive DNA DNAsequences that are repeated
a number of times in a DNA molecule or in
a genome. Some repetitive DNA is associ-
ated with heterochromatin, centromeres, and
telomeres. Middle-repetitive DNA may code
for ribosomal RNAs and transfer RNAs.

replacement vectors Vectors that have a pair
of insertion sites that span a DNA segment
that can be exchanged with a foreign DNA
fragment.

replica plating A technique to produce identical
patterns of bacterial colonies on a series of
petri plates. A plate containing colonies is
inverted and its surface is pressed against a
block covered with velveteen. The block can
then be used to inoculate up to about eight
additional petri plates. By marking the pat-
terns of the colonies on the different plates
with different selective properties, it is possi-
ble to identify which colonies differ in their
responses to these agents.

replication fork The region of a ds DNA
molecule that is unwound so that DNA repli-
cation can occur.

replication originThe site(s) on a DNAmolecule
where unwinding of the double helix occurs
so that replication can occur. There are
multiple replication origins on eukaryotic
chromosomes.

reporter gene A gene used to identify or locate
another gene.
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repression of gene transcription The inhibition
of transcription by the binding of a repres-
sor protein to a specific site on the DNA
molecule. A repressor protein is the product
of a repressor gene.

response to selection (R) The difference in mean
phenotypic value between the offspring of
the selected parents and the mean phenotypic
value of the entire parental generation before
selection.

restriction endonuclease An enzyme that cuts
DNA only at a limited number of specific
nucleotide sequences. Also called restriction
enzyme.

restriction fragment length polymorphism
(RFLP) A polymorphism in an individual,
population, or species defined by restriction
fragments of a distinctive length. Usually
caused by gain or loss of a restriction site, but
could result from an insertion or deletion of
DNA between two conserved restriction sites.
Differences in RFLPs are visualized by gel
electrophoresis.

restriction site A specific sequence of nucleo-
tides in a piece of ds DNAwhich is recognized
by a restriction enzyme and which signals its
cleavage.

restriction site mapping DNA is digested with
a series of different restriction endonucleases,
the DNA fragments are electrophoresed, and
the DNA fragments are ordered to produce a
linear physical map of the locations of specific
DNA sequences.

retroelement DNA or RNA sequences that con-
tain a gene for reverse transcriptase. There are
different classes of retroelements, including
retroviruses and retrons.

retroposition The transfer of genetic information
through an RNA intermediate. The genetic
information carried by the DNAis transcribed
into RNA, which is then reverse-transcribed
into cDNA. The result is that the element
is duplicated and the copy of the element is
transposed.

retrosequences Retrosequences/retrotranscripts
are sequences derived through the reverse
transcription of RNA and subsequent
integration into the genome. They lack the
ability to produce reverse transcriptase.

retrotransposon A type of transposable element
that transposes by means of an RNA interme-
diate. At least 10 families of retrotransposons
are known in Drosophila. Often shortened to
retroposon.

retrovirus RNA viruses that use reverse tran-
scriptase during their life cycle. This enzyme
allows the viral genome to be transcribed
into DNA. The transcribed viral DNA is inte-
grated into the genome of the host cell where
it replicates in unison with the genes of the
host. The cell suffers no damage from this
relationship unless the virus carries an onco-
gene. If so, it could be transformed into
a cancer cell. Retroviruses violate the Cen-
tral Dogma during their replication. The HIV
virus responsible for the AIDS epidemic is
a retrovirus.

reverse genetics A particular gene is targeted for
inactivation or expression in an unusual envi-
ronment in order to investigate gene function.
See also forward genetics.

reverse transcriptase An enzyme that synthe-
sizes a DNA copy from an RNA template.

reverse transcription DNA synthesis from
an RNA template, mediated by reverse
transcriptase.

reversions Reverse mutation.

RFLP See restriction fragment length poly-
morphism (RFLP).

ribonuclease An enzyme that degrades RNA.

ribosomal RNA (rRNA) The RNA that acts as a
structural component of ribosomes. Riboso-
mal RNA genes (rRNA genes) are found as
tandem repeating units in the nucleolus orga-
nizer regions of eukaryotic chromosomes.
Each unit is separated from the next by a non-
transcribed spacer. Each unit contains three
regions coding for the 28S, 18S, and 5.8S
rRNAs.

ribosome A self-assembling cellular organelle
made up of proteins and RNA in which trans-
lation of mRNA occurs. Ribosomes consist
of two subunits, each composed of RNA and
proteins. In eukaryotes, ribosome subunits
sediment as 40S and 60S particles.

ribozymeAn RNAmolecule with catalytic activ-
ity. Ribozymes are known that self-splice
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rRNA; another ribozyme is the RNA in the
large subunit of the ribosome.

ring chromosomeAn aberrant chromosome with
no ends.

RNA Ribonucleic acid, one of the two forms of
nucleic acids.

RNA editing RNA editing involves altering the
mRNA after transcription. This results in dif-
ferent proteins being produced from a single
gene. The molecular mechanisms include sin-
gle or multiple base insertions or deletions, as
well as base substitutions. RNAediting occurs
in both prokaryotes and eukaryotes.

RNA polymerase An enzyme capable of synthe-
sizing an RNA copy of a DNA template.

RNA silencing (RNA interference) When
double-stranded RNA (ds RNA) is injected
into a cell, a defense response typically occurs
in plants and animals in which the RNA is cut
up into smaller chunks (about 22 nt long) and
the fragments are then degraded. This pro-
cess may be a defense against mobile DNA
elements (TEs) which cause mutations when
they insert themselves within or close to a
gene. Experimentally, RNA interference can
be used to silence cognate genes.

RNA surveillance A system in eukaryotic cells
to degrade aberrant mRNAs.

RNA transcript An RNA copy of a gene.

S phase The portion of interphase in the cell
cycle in which DNA replication occurs. The S
phase occurs between the G1 and G2 phases
of the interphase. Mitosis occurs after the
G2 phase.

S1nucleaseAn enzyme that specifically degrades
single-stranded DNAs or splits short single-
stranded segments in DNAbut does not attack
any double-stranded molecules. Used to con-
vert sticky ends of duplex DNA to form blunt
ends or to trim off single-stranded ends after
conversion of single-stranded cDNA to the
double-stranded form.

satellite DNA Highly repeated DNA sequences
with such a uniform nucleotide composition
that, upon fractionalization of the genomic
DNA and separation by density gradient cen-
trifugation, they form one or more bands that
are clearly different from the main band of

DNA and from the smear created by other
fragments of a more heterogeneous compo-
sition. The base composition of satellite DNA
differs from that of the majority of DNA in
a eukaryotic species, i.e., it is either A+ T
rich or G + C rich. Usually highly repetitive
in sequence.

secondary transposition Movement of an ele-
ment after its initial insertion into the chromo-
some. Secondary transposition can be induced
with P elements in Drosophila.

segment polarity genes Segment polarity genes
appear to determine a linear sequence of
repeated positional values within each seg-
ment. Segment polarity mutants have repet-
itive deletions of pattern, but the dele-
tions occur within each segment and are
followed by a partial mirror-image duplica-
tion of the part that remains. Segment pola-
rity genes (including engrailed+, naked+,
patched+, wingless+, gooseberry+, patched
hedgehog+, porcupine+, armadillo+, fused+)
are required either continuously or over exten-
sive periods to maintain the segmental pattern.
Most or all are required to maintain patterns
in the imaginal tissues.

segmentation genes Genes, including the gap,
pair-rule, and segment polarity classes of
genes, that determine the number and polar-
ity of the body segments during embryonic
development in insects.

selectable marker A gene that allows identifi-
cation of specific cells with a desirable new
genotype. Many vectors used for genetic engi-
neering carry antibiotic resistance genes, or
other genes, that allow identification of cells
containing exogenous DNA.

selection differential In artificial selection, the
difference in mean phenotypic value between
individuals selected as parents of the follow-
ing generation and the whole population.

selfish DNA DNA that may not provide any
advantage to its carrier or host but ensures
its own survival. Transposable elements are
considered to be selfish DNA.

semiconservative replication DNA replication
in which each daughter double helix consists
of one strand from the parent and one newly
synthesized strand.
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sensory transduction Sensory cells transform
and amplify the energy provided by a stimulus
into an electrical signal. Sensory transduction
is probably due to a change in the ionic perme-
ability of the sensory cell membrane, which
causes a depolarization of the membrane.

sequencing The process used to obtain the
sequential arrangement of nucleotides in the
DNA molecule.

sericin See silk.

sex chromosome A chromosome which is
involved in sex determination.

short germ band development A pattern of
development found in some insects in which
all or most of the metameric pattern is com-
pleted after the blastoderm stage by the
sequential addition of segments during elon-
gation of the caudal region of the embryo.

short-period interspersion pattern of genome
organization This form of genome organi-
zation has single-copy DNA, 1000–2000 bp
long, alternating with short (200–600 bp) and
moderately long (1000–4000 bp) repetitive
sequences. This pattern is found in the house
fly Musca domestica, the Australian sheep
blowfly Lucilia cuprina, and the wild silk
moth Antheraea pernyi.

shotgun cloning Genomic libraries constructed
from random fragments of DNA from an
organism.

shotgun libraries Genomic libraries in which
a random collection of a sufficiently large
sample of cloned fragments of the DNA are
present so that all the genes are represented.

shotgun method of transformation A method
for introducing foreign DNA into cells in
which tiny bullets made of tungsten or other
metal are coated with DNA and shot into
the cell.

silent mutation Changes in DNA that do not
influence the expression or function of a gene
or gene product.

silk The cocoon filament spun by the fifth-instar
larva of Bombyx mori and other silk moths.
Each cocoon filament contains two cylinders
of fibroin, each surrounded by three layers of
sericin. Fibroin is secreted by the cells of the
posterior portion of the silk gland. The fibroin

gene is present in only one copy per haploid
genome, but these silk gland cells undergo
18 to 19 cycles of endomitotic DNA repli-
cation before they begin transcribing fibroin
mRNAs. The sericin proteins are named
because they contain abundant serines (over
30% of the total amino acids). Sericins are
secreted by the cells from the middle region
of the silk gland.

similarityAmeasure of the resemblance between
two objects, usually on a scale of zero to one.

single-locus, multiple-allele model A model for
sex determination in Hymenoptera.

single-strand binding proteins One of the pro-
teins that attaches to ss DNA in the replication
fork to prevent reannealing of the DNAduring
DNA replication.

site-directed mutagenesis Mutagenesis to pro-
duce a predetermined change at a specific site
in a DNA molecule.

slot blot A hybridization technique that allows
multiple samples of DNA to be applied to
nitrocellulose filters in specific sites (slots)
using a vacuum.

somatic cellsAll the eukaryotic body cells except
the germ-line cells and the gametes they
produce.

Southern blotting A technique developed by
E. M. Southern for transferring DNA frag-
ments isolated electrophoretically in an
agarose gel to a nitrocellulose filter paper
sheet by capillary action. The DNA fragment
of interest is then probed with a radioactive
nucleic acid probe that is complementary to
the fragment of interest. The position on the
filter is determined by autoradiography. The
related techniques for RNA and proteins have
been dubbed Northern and Western blots,
respectively.

specific activity The ratio of radioactive to
nonradioactive molecules of the same kind.
Probes with a high specific activity can pro-
duce a more intense signal than a probe with
a low specific activity.

spliceosome The RNA and protein particles in
the nucleus that remove introns from pre-
messenger RNA molecules.

ss DNA Single-stranded DNA.
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stable transformation Transformation that
alters the germ plasm of an organism so
that the progeny transmit the trait of interest
through subsequent generations.

start codon The mRNA codon, usually AUG, at
which synthesis of a polypeptide begins.

stem cells Stem cells are able to self-renew and
generate cell populations that differentiate to
maintain adult tissues. There are about two
stem cells in the ovary of Drosophila that
maintain oocyte production.

sterile insect release method (SIRM) A genetic
control technique used to control or eradicate
pest insects. Large numbers of mass-produced
males are given nonlethal but sterilizing doses
of radiation or chemical mutagens and then
released. Females in natural populations mate
with the sterilized males, and produce invi-
able progeny. After multiple releases a new
generation is not produced. Used to eradicate
the screwworm from North America.

sterile male technique See sterile insect release
method (SIRM).

sticky end Single-stranded ends of DNA frag-
ments produced by restriction enzymes;
sticky ends are able to reanneal.

stop codon One of the three mRNA codons
(UAG, UAA, and UGA) that prevent further
polypeptide synthesis. Also called termina-
tion codon.

stress proteins Also called heat shock pro-
teins. Proteins made when the cells are
stressed by environmental conditions (chem-
icals, pathogens, heat).

stringency Stringency, as used in hybridiza-
tion reactions, refers to the conditions that
can be altered to influence the ease with
which a probe hybridizes to template nucleic
acids.

structural gene A gene that codes for an RNA
molecule or protein other than a regulatory
gene.

structural genomics The study of protein struc-
ture based on DNA sequences.

subclones A DNA fragment that has been cloned
into one vector may be moved, or subcloned,
into a second type of vector in order to perform
a different procedure.

supercoiled The coiling of a covalently closed
circular duplex DNA molecule upon itself so
that it crosses its own axis. A supercoil is
also called a superhelix. The B form of DNA
is a right-handed double helix. If the DNA
duplex is wound in the same direction as that
of the turns of the double helix, it is positively
supercoiled. Twisting of the DNA molecule
in a direction opposite to the turns of the
strands in the double helix is called negative
supercoiling.

symbiont An organism living with another
organism of a different species.

sympatry Living in the same geographic loca-
tion. Sympatric species have overlapping or
coinciding distributions.

synapsis The pairing of homologous chromo-
somes during the zygotene stage of meiosis.

syncytium A mass of protoplasm containing
many nuclei not separated by cell membranes.

synecology The study of relationships among
communities of organisms and their
environment.

syngamy The fusion of sperm and egg to form a
zygote.

synteny Synteny refers to the fact that many
genes remain grouped together in the same
relative positions in the genome across taxa.

systematics The study of classification, based on
evolutionary change.

tandem repeat Direct repeats in DNA codons
adjacent to each other.

Taq DNA polymerase A DNA polymerase that
was isolated from the bacterium Thermus
aquaticus and is tolerant of high temperatures.
Used in the polymerase chain reaction.

TaqMan PCR A real-time type of PCR which
uses an oligonucleotide that anneals to an
internal sequence within the amplified DNA
fragment. This oligo, usually 20 to 24 bases
long, is labeled with a fluorescent group at
its 5′ end and a quenching group at its 3′
end. When both the fluorescent and quench-
ing groups are in close proximity on the intact
probe, any emission from the reporter dye
is absorbed by the quenching dye and the
fluorescent emission is low. As the reaction
progresses and the amount of target DNA
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increases, progressively greater quantities of
oligo probe hybridize to the denatured target
DNA. During the extension phase of the PCR,
the fluorophore is cleaved from the probe by
the 5′ to 3′ exonuclease activity of the poly-
merase. Because the fluorophore now is no
longer close to the quencher, it begins to fluo-
resce. The intensity of the fluorescence is
directly proportional to the amount of target
DNA synthesized and allows the researcher
to quantify the reaction in “real time” without
running the product on a gel.

targeted gene replacement Replacing or mod-
ifying genes in their normal chromoso-
mal locations has not been possible with
Drosophila until recently. The cut-and-paste
model of P-element transposition provided a
model for inserting a gene into the double-
stranded gap left behind by a P element. The
gap can be repaired, using a template pro-
vided by an extrachromosomal element that
has been introduced by the investigator.

targeted gene transfer See targeted gene
replacement.

targeted mutagenesis The ability to replace
or modify DNA sequences in their normal
chromosomal location.

TATA box See Hogness box.

taxa The general term for taxonomic groups,
whatever their rank. The singular form is
taxon.

taxonomy The principles and procedures accor-
ding to which species are named and assigned
to taxonomic groups.

tDNA-PCR Universal primers for transfer RNA
can be used to generate tDNA by the PCR.
The resulting fragments are visualized by
gel electrophoresis and produce characteristic
fingerprints for different species.

telomerase An enzyme that adds specific
nucleotides to the tips of chromosomes to
form telomeres.

telomere Telomeres are the physical ends of
eukaryotic chromosomes. They protect the
ends of chromosomes and confer stability.
Telomeres consist of simple DNA repeats and
the nonhistone proteins that bind specifically
to those sequences.

telomere terminal transferase See telomerase.

template A macromolecular mold for synthe-
sis of another macromolecule. Duplication
of the template takes two steps; a single
strand of DNA serves as the template for a
complementary strand of DNA or mRNA.

termination codon One of the three codons in
the standard genetic code that indicate where
translation of an mRNA should stop, i.e.,
5′-UAA-3′, 5′-UAG-3′, or 5′-UGA-3′. Also
called a stop codon.

thelygenic When females produce only female
progeny, as in the blowfly Chrysomya
rufifacies.

thelytoky Parthenogenesis in which no func-
tional males are known; unmated females
produce female progeny only, or rarely, a few
males.

30-nm fiber Condensation of DNA in eukaryotic
chromosomes involves formation of 30-nm
fibers from supercoils of six nucleosomes per
turn. The 30-nm fiber somehow is condensed
further.

Tm The interpolated temperature along a DNA
melting curve at which 50% of the duplex
DNA formed in a DNA–DNA hybridiza-
tion is double-stranded. The difference in
Tm between homoduplex and heteroduplex
curves is called �Tm.

tracer DNA In DNA–DNA hybridization,
single-stranded single copy DNA from one
species is radioactively labeled (tracer DNA)
and hybridized with unlabeled DNA (driver
DNA) from the same species or from differ-
ent species. DNA–DNA hybridization is used
to determine the degree of sequence identity
between DNAs.

trailer segment A nontranslated sequence at the
3′ end of mRNA following the termination
signal, exclusive of the poly-A tail.

transcript An RNA copy of a gene.

transcription The process of producing an RNA
copy of a gene.

transcriptional activator proteins Elements
that stimulate transcription by binding with
particular sites in the DNA.

transcriptome The transcriptome is the profile
of the genes that are expressed or transcribed
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from genomic DNA within a cell or tissue,
with the goal of understanding cell phenotype
and function. The transcriptome is dynamic
and changes rapidly in response to stress or
during normal cell processes such as DNA
replication and cell division.

transfection Infection of bacteria with viral
nucleic acid that lacks a protein coat.

transfer RNA (tRNA) A family of small RNA
molecules (usually more than 50 types per
cell) that serve as adapters for bringing amino
acids to the site of protein synthesis on the
ribosome.

transformant An individual organism produced
by introducing exogenous DNA.

transformation The process of changing the
genetic makeup of an organism by introducing
foreign DNA. Transformation may be tran-
sient or stable (transferred to succeeding
generations.)

transgene The DNA that is inserted into the
genome of a cell or organism by recombinant
DNA methods.

transgene suppression A variety of organisms,
including insects, plants, and mammals,
can inactivate multiple copies of inserted
genes that overexpress proteins or are abnor-
mally transcribed. Transgene silencing may
be induced by methylation of the DNA
or by posttranscriptional and transcriptional
processes.

transgenic organism An organism whose
genome contains genetic material originally
derived from an organism (not its parents)
or from a different species. The transgene(s)
can be transmitted to subsequent genera-
tions (stable transformation) or can be lost
subsequently (unstable transformation).

transient transformation Transient transfor-
mation involves changing the genetic makeup
by introducing foreign DNA. If the
genetic information is not incorporated into
the germ line, the genetic changes are
temporary.

transitions Transitions are point mutations that
involve changes between A and G (purines)
or T and C (pyrimidines).

translation The process by which the amino acid
sequence in a polypeptide is determined by
the nucleotide sequence of a messenger RNA
molecule on the ribosome.

translational regulation Gene regulation by
controlling translation. Translation of mRNA
can be tied to the presence of a specific
molecular signal; the longevity of a mRNA
molecule can be regulated; or overall protein
synthesis can be regulated.

translocation A type of mutation in which a
section of a chromosome breaks off and
moves to a new position in that or a different
chromosome.

transovarial transmission Transmitted to the
next generation through the egg.

transposable element An element that can move
from one site to another in the genome. Trans-
posable elements (TEs) have been divided
into two classes, those that transpose with an
RNA intermediate and those that transpose as
DNA.

transposase An enzyme that catalyzes transpo-
sition of a transposable element from one site
to another in a DNA molecule.

transposition The movement of genetic material
from one chromosomal location to another.

transposon A transposable element carrying
several genes including at least one coding
for a transposase enzyme. Many elements
are flanked by inverted repeats. Drosophila
melanogaster contains multiple copies of
50–100 different kinds of transposons.

transposon tagging A method of cloning
genes from Drosophila after they have been
“tagged” by having the P element insert
into them.

transversions Transversions are point mutations
that involve changes between a purine and a
pyrimidine.

triplex DNA In triplex DNA, the usual A-T and
C-G base pairs of duplex DNA are present,
but in addition a pyrimidine strand is bound in
the major groove of the helix. DNAsequences
that potentially can form triplex DNA struc-
tures appear to be common, are dispersed at
multiple sites throughout the genome, and
comprise up to 1% of the total genome.
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ubiquitin A protein that is present in cells of
both prokaryotes and eukaryotes and is highly
conserved. Ubiquitin contains 76 amino acids
and plays a role in proteolysis in the pro-
teosome. Ubiquitin-conjugating enzymes add
ubiquitins to proteins carrying degradation
signals. The ubiquitin is recognized by pro-
teosomes which then cut the proteins into
fragments.

unique genes Genes present in only one copy
per haploid genome, which includes most
of the structural (protein-encoding) genes of
eukaryotes.

unrooted tree A phylogenetic tree in which the
location of the most recent common ancestor
of the taxa is unknown.

UPGMA The use of distance measurements to
group taxonomic units into phenetic clusters
by the Unweighted Pair-Group Method of
Analysis using an arithmetic average.

upstream Toward the 5′ end of a DNA molecule.

uracil A pyrimidine that is one of the nitrogenous
bases found in RNA.

vector A DNA molecule capable of autonomous
replication in a cell and which contains restric-
tion enzyme cleavage sites for the insertion of
foreign DNA.

vertical gene transfer Transfer of a gene from
parents to offspring. See also horizontal gene
transfer.

virus A noncellular particle that can reproduce
only inside living cells; consisting only of a
genetic material (either DNA or RNA) and a
protein coat. Viruses are “alive” because they
can reproduce, but they have no other traits of
living organisms.

vitellogenin The major yolk proteins are derived
from vitellogenins, which are produced by the
fat body and secreted for uptake by maturing
oocytes.

Western blots Proteins are separated elec-
trophoretically, and a specific protein is iden-
tified with a radioactively labeled antibody
raised against the protein in question.

wild type The normal form of an organism—in
contrast to that of mutant individuals.

wobble hypothesis A hypothesis to explain how
one tRNAmay recognize two different codons
on the mRNA.Anticodons are triplets with the
first two positions pairing according to base-
pairing rules. The third position “wobbles”
and can recognize any of a variety of bases in
different codons so that it can bind to either
of two or more codons.

X chromosome A sex chromosome that is usu-
ally present in two copies in insect females
(XX) and in one copy (unpaired) in males
(XO or XY).

X-gal A lactose analogue (5-bromo-4-chloro-
3-indolyl-β-d-galactopyranoside). X-gal is
cleaved by β-galactosidase into a product that
is bright blue. If exogenous DNA has inserted
into and disrupted the β-galactosidase gene,
λ plaques will appear white or colorless.
Plaques without recombinant vectors will
be blue.

Y chromosome A sex chromosome that is char-
acteristic of males in species in which the
male typically has two dissimilar sex chromo-
somes (XY).

Z chromosome One of the sex chromosomes
found in heterogametic ZW female insects.

Z-DNA A structural form of DNA in which the
two strands are wound into a left-handed helix
rather than a right-handed form.

zinc finger protein Proteins with tandemly
repeating segments that bind zinc atoms. Each
segment contains two closely spaced cysteine
molecules followed by two histidines. Each
segment folds upon itself to form a fingerlike
projection. The zinc atom is linked to the cys-
teines and histidines at the base of each loop.
The zinc fingers serve in some way to enable
the proteins to bind to DNA molecules, where
they regulate transcription.

zygote A fertilized egg formed as the result of the
union of the male and female gametes.
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A
abdominal-A gene, 112
Abdominal-B gene, 112
Abraxus grossulariata, 300
Acari or mites, 88, 184, 241, 292, 301, 384,

444–445, 452, 459
Accessory chromosomes, see Chromosome
Acentric fragments, see Chromosome
Acetylcholine, 337
Acetylcholinesterase

enzyme, 337, 368
gene, 337

Acheta domestica, 318
Acraea encedon, 300, 303
Acricotopus lucidus, 81
Acridine dyes, 22
Acrylamide gels, 144–146, 184
Actin, 82, 241, 368
Action potential, 337
Acyrthosiphon pisum, 102
Adalia bipunctata, 291
Adenine, 11, 240
Adenosine triphosphate, 69
Aedes

aegypti
genes cloned from, 241, 462
genetic manipulation of, 270–272, 451–453,

455, 462
genome analysis, 80, 460
house-entering behavior, 321
meiotic drive, 299–300
para gene, 241
sex determination, 298
transposable elements, 86–87, 270–272

albopictus
colonization and origins, 407
genome organization, 52–53
mitochondrial DNA, 70

atropalpus, 322
triseriatus, 53, 452

Africanized honey bees, see Apis mellifera
Agarose gels, 144–147
Ageniaspis citricola, 391
Alanine, 13
Alcohol abuse, 342
Alcohol dehydrogenase gene, 368
Alkaline phosphatase, 137
Allacma fusca, 297
Allopatry, 388
Allozyme, 357–359, 406, 415, 418, see also Isozymes
Alternative splicing processes, 44, see also

Gene regulation
Alzheimer’s disease, 194, 341
Amber, insects in, 236–237, see also Polymerase

chain reaction
Amblyomma, 242
American foulbrood, 320, see also Behavior
Amino acids, 12, 13
Aminoacyl tRNA synthetase, 37, 70, see also

Transfer RNA
amnesiac gene, 331–332, 339
Ampicillin resistance, 138–141, 163, see also

Selectable markers
amylase gene, 368
Anaphase, see Meiosis; Mitosis
Anaplasma, 69
Anarhichas lupus, 264, 459
Anastrepha suspensa, 464
Aneuploidy, 288
Angstrom, 8
Annelida, 385–386
Annotating genome data, see Genome analysis
Anopheles

albimanus, 305
arabiensis, 242, 462
culifacies, 298
gambiae, 239, 242

genetic map of X chromosome, 80
genome analysis, 195, 412, 460, 462
mitochondrial genome of, 366

523



524 Index

Anopheles (continued )
gambiae (continued )

population genetic structure, 476
sex determination, 298
species identification, 59
transposable elements in, 86
transformation of, 270, 452–453, 459, 462, 464

quadrimaculatus, 53, 70, 366
sinensis, 366
species, 86
stephensi, 271, 452, 455, 462, 464

Anoplura, 58, 94
Antennapedia gene, 112–114
Anterior-posterior polarity, see Development
Antheraea

genetic manipulation of, 446
pernyi, 53, 81, 92
polyphemus, 90–92

Anthonomus grandis, 85
Antiaphrodiasiac, 338–339
Antibiotic resistance, 138–139, 141, 164, 466
Antibody, 170
Anticodon, 36–37
Antifreeze protein genes, 264, 459
Aphelinidae, 96
Aphids, 78, 90, 93, 102, 355, see also species names
Antlions, see Myrmeleontidae
Aphytis melinus, 468
Apis

cerana, 294, 391
mellifera, 317–318, 331, 334–335

and Africanized honey bees, 225
alfalfa pollen collection, 324
development, 114
European races, 225
genetic improvement of, 80, 444, 446, 448, 470
genome, 53, 79–80, 195, 412
honey production heritability, 324
hygienic behavior genetics, 320–321
mitochondrial genome, 366
risk assessment of transgenic, 470
sex determination, 293–294
stinging behavior, 325
transformation of, 459, 470
transposable elements in, 86
and Varroa, 391, 446

Apomorphic, 370
Arabidopsis, 433
Archaea, 13, 100, 214, 380–383
Archaeognatha, 383–384
Argenine, 13
Armadillidum

album, 302
nasatum, 302
vulgare, 99, 366

armadillo gene, 111
Arrmigeres subalbatus, 462

Arrhenogenic females, 297
Arrhenogenous gene, 296
Arrhenotoky, 78–79, 81, 96, 293–295, see also

Sex determination
Arsenophonus nasoniae, 291
Artemia, 385
Arthropod

classification of, 352
evolution, 419–421, 430, 433
fossil record of, 383–384
phylogeny, 385–388

Artificial parthenogenesis, see Parthenogenesis
arylphorin gene, 368
Asobara tabida, 324
Asparagine, 13
Aspartic acid, 13
Associative learning, see Behavior
Asymmetric PCR, see Polymerase chain reaction
Athalia rosae, 294, see also Sex determination
ATP, see Adenosine triphosphate
ATPase, 71
Attacin proteins, 83
AUG, see Codon initiation
Autecology, 402
Autographa californica NPV, 175–176, 455–456, 463
Autoparasitoids, 296
Autoradiography, 147, 170, 171, 184–185
Autosomes, see Chromosome
Avoidance of pesticides, see Behavior; Insecticide

resistance

B
Bacillus

larvae, 320
sphaericus, 237
subtilis, 154

Back mutations, see Mutations
Backcross, 319–321
Bacteria, 13, 93, 100, see also E. coli
Bacterial

artificial chromosomes (BACs), 154, 166, 460
conjugation, 138

Bacteriocytes, 101, see also Symbionts
Bacteriome, 95, 101, see also Symbionts
Bacteriophage

cloning vectors, 130, 154–158
helper, 165
lambda (λ), 130, 154–158, 160–162, 171
M13, 154, 165

Bacteriophage plaques, see Plaques
Bacteroids, 95, see also Symbionts
Bactrocera

cucurbitae, 272, 454
dorsalis, 79, 272, 454, 464
tryoni, 86, 270, 272, 461

Baculovirus, see also Vectors
expression vectors, 139, 154, 172, 175–176, 451
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Baetica ustalata, 46
Bal31 nuclease, 168–169
Balancer chromosomes, see Chromosome
Bayesian analysis, 372, 378–380
B chromosomes, see Chromosome
Bednets, 243
Behavior, see also Drosophila melanogaster,

period gene
associative learning, 317
avoidance of pesticides, 325
cannibalism, 32
collection of alfalfa pollen, 325
conditioning of leg position, 325
courtship, 325–326, 329–330, 339–340
definition, 316
diapause, 330
fate map analysis of, 319
flight, 322
foraging, 321–322
genetic analysis of, 316–343
geotaxis, 322, 325
honey production by bees, 324
host-preference, 322, 325
host-selection, 325
house-entering in mosquitoes, 321
hygienic in honey bees, 320–331
learning, 330–335
locomotor activity, 324, 326
mating, 287, 324–325, 338–341
migratory flight of Oncopeltus, 323
olfactory learning, 328–329, 330–334
photoperiodic clock, 326–330
phototaxis, 322
pheromone communication, 322, 340
silk mat spinning by E. kuhniella, 322
sitters, 321–322
song cycle in Drosophila, 316, 327, 329–330
stinging, 325

Beta-galactosidase enzyme, 160, 332, 466
Bicaudal genes, 109
bicoid gene, 109
Biofilm, 102
Biogeography, 364
Bioinformatics, 192, 201
Biological clock, see Drosophila melanogaster,

period gene
Biotin labels, 174
Biotype identification, 236, 413
Bisexual, 339
Bithorax complex, 107, 113–114, see also

Development
BLAST, 191, 199, 375, 382
Blastoderm, 106, 293, see also

Development
Blattela germanica, 80
Blattodea, 59, 384
Blowfly, see Species

Bombyx mori
behavior genetics, 322
chorion genes, 90–91
DNA content, 52, 81
genetic improvement, 80, 444, 446, 448, 470
genetics of development, 114
genome, 46, 70, 80, 195
mitochondrial genome, 366
risk assessment of transgenic, 470
silk gland cells, 84
telomeric sequence, 59, 89
transformation of, 270–272, 451, 455,

459–460, 464
transposable elements in, 87–88
vitellogenin genes, 85

Bombyxin, 319
Bootstrapping, 378
Borrelia burgdorferi, 217, 239
Boundaries, see Insulators
Boundary elements, 30
Brachys tessellates, 291
Bracon, 293–294
Braconidae, 99
Branch length, 376
Brevipalpus phoenicis, 304
Bromouracil, 22
Brugia malayi, 99, 460, 462
Buchnera aphidicola, 101–102, 355

C
CAAT box, 32–33
cabbage gene, 331–333
Caenorhabditis elegans, 51, 191–193, 200, 257,

268, 383
Calcium channels, see Channels
Calf intestinal phosphatase (CIP), 168–169
Calliphoridae, 260, 270, 297
Cambrian, 383–384, 387
cAMP, see Cyclic adenosine monophosphate
Campoletis sonensis, 99
Cannibalism, see Behavior
Capping, 34
cappuccino gene, 109
Carboniferous, 383–384
Catalase, 464
C-banding, 361
cDNA, see also Complementary DNA

cloning, 166–167
library, 162, 172

Cecidomyiidae, 67, 78
Cecropin, 83, 368
Celera and Drosophila Genome Project, 192
Cell

autonomous sex determination, 289–290, 298
cycle, 19–20, 41, 57, 60–62

Cellular rhythms, see period gene
Cellularized blastoderm, 106, 111
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central-complex genes, 318, 332
Central Dogma, 4–5, 29
Centromere, see also Chromosome

like elements, 80
structure, 53, 57, 61

Cephalothorax gene, 114–115
Ceratitis capitata

eradication of in California, 422–432
gene amplification, 91
genetic control, 305, 445
genome, 79–80
mitochondrial genome, 366
population diversity, 422
risk analysis of transgenic, 476
species-specific diagnostics, 424–426
transformation of, 270, 272, 451, 453–455,

461–464
vitellogenins, 85

cercus gene, 298
Cesium chloride centrifugation, 143
Chagas disease, 457
Chain-terminating method of DNA sequencing,

see Dideoxy method of DNA sequencing
Channels

ion, 336, 338
potassium, 336
sodium, 240–241, 336

Chaperones, 41, 69, 82, 101
Chaperonin, 69
Characters, see Molecular systematics
Chelex DNA preparation method, 216–217, 219
Chelicerata, 352, 366, 385, 387
Chemiluminescent labels, 174
Chiasmata, 63, see also Crossing over
Chicken, 271
Chilopoda, 352, 387
Chironomidae, 67
Chironomus

pallidivittatus, 60
polysomes, 38
species, 59
telomeres, 89
tentans, 53–54, 60, 87
thummi, 81, 83, 87

Chitinase, 95, 101
Choline acetyltransferase (ChAT), 337
Chorion

genes, 91–92, 368
structure, 90–91

Chromatids, 62
Chromosome

accessory, 68, 81, 291
acentric, 58, 66
amplification, 102
artificial, 459
autosome, 68, 288–290
B, see Chromosome, accessory

balancer, 263
centromeres, 58, 61, 65, 180
crossing over, 63, 65
damage, 65–66
dicentric, 60, 66
holocentric, 58
imprinting, 46, 79, 241
interphase, 57
linkage maps, 79
metaphase, 55
methylation, 46, 191
origins of replication, 4, 16–17, 19–20, 54, 71,

91, 93
paternally derived, 46, 68, 79, 81, 96, 284, 291,

293, 296, 304
polytene, see Polyteny
proteins in, 4–5, 54–58
puffs, 66–67
replication, 62
salivary gland, 67,
sex, 68
structure, 5, 13, 44, 51, 54, 56
supernumerary, see Chromosome, accessory
telomeres, 21, 59, 65, 88, 90, 180, 196
translocations, 67, 87, 93
W, 293
walking, 171, 236
X, 67–68, 287–290, 327
Y, 58, 67–68, 88, 288–290

Chrysomya rufifacies sex determination, 297
Circadian

clock, 326–330
rhythms of eclosion, 326, 328
rhythms of locomotion, 326

Circular DNA molecules, see DNA
Cladistic systematics, 353, see also Systematics
Cladogenic speciation, 369
Cladogram, 371
Class I and II elements, see Transposable elements
Class I, II, and III genes, 30–31, 33, 35, 44
Clock, see Circadian clock
Clock gene, 326–327, 329
Clones, 158
Cloning

blunt-ended, 155, 240
cDNA, 167
to develop mutated genes, 155
enzymes, 168–169
into plasmid vectors, 139, 154
strategies, 155–156
vectors

cosmids, 163–164, 180
lambda, 154–162
M13, 154, 175
phagemids, 154–155, 165–166, 175
pBR322, 138, 155
pUC series, 166
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ClustalW, 372, 375
Coccinellidae, 305
Cochliomyia hominivorax, 70, 79, 305

eradication of, 306–307, 445
mitochondrial genome, 366

Coding strand, 12,
Codling moth, see Cydia pomonella
Codon

bias, 194, 226
definition, 12, 371
initiation (AUG), 12, 36, 180, 194
punctuation, 12
start, see initiation codon
termination, 12, 36, 180, 194

Coefficient of gene differentiation (GST), 416
Coleomegilla maculata, 291
Coleoptera, 59, 78–79, 88–89, 90, 94, 237, 291,

301, 384–385
Colias eurhytheme, 80
Collecting insects for analysis, 403
Collembola, 67, 297, 352, 366, 383–384
Colonization of insects, 402, 407, 413, 422, 424,

427–428, 430
Colony hybridization, 148
Community structure, 402
Comparative genomics, see Genome analysis
Compensasome, 288
Competent E. coli cells, 141
Complementary

base pairing, 5, 11, 215
DNA (cDNA), 196, 235

Compound eye development, see Development
Concerted evolution, 92, 379, 391
Conditional lethal, see Mutations
Conjugation, see Bacterial conjugation
Constitutive heterochromatin, see Heterochromatin
Containment of transgenic arthropods, 449–450,

470, 476
Contigs, 188, 190
Convergent evolution, 115, 190
Coordinated framework for regulation in USA, 476
copia-like elements, see Transposable elements
Copper-zinc superoxide dismutase, see Superoxide

dismutase gene
Core DNA, see DNA
Corpora

allata, 318
cardiaca, 318

Cosmid
cloning vectors, 154–156, 163–164, 180
genomic library construction, 164

cos sites, 156–157, 159, 162
couch potato gene, 322
Courtship song of Drosophila, 329–330
Cowdria ruminantium, 242
Creutzfeld-Jakob disease, 341
Crickets, see species names

Crossing
experiments, 319–322, 340–341, see also

Behavior, genetic analysis of
over, 25, 63, 65

Crustacea, 59, 95, 302, 352, 366, 383, 385–387
cryptochrome gene, 326–327
CTAB extraction of DNA, 217
Culex

pipiens
dispersal of resistance, 470
genome organization, 53
gynandromorphs, 298
meiotic drive in, 299–300
reproductive incompatibility, 468
resistance gene amplification, 92
symbionts, 468
transposable elements in, 87

quinquefasciatus, 299, 462
transposable elements in, 87, 92

Culicoides
sonorensis, 460
variipennis, 360

Curculionidae, 70
Cuticle genes, 82
Cuticular hydrocarbons, 340, 390
C value paradox, 52
cycle gene, 326–327
Cyclic adenosine monophosphate (cAMP), 332
Cyclical thelytoky, see Thelytoky
Cydia pomonella, 305, 471
Cyrtodiopsis spp., 300
Cysteine, 13
Cytochrome

b, 364
c, 355, 364
P450 gene, 88

Cytogenetics, 357–358, 360–361
Cytological map, 4, 126
Cytoplasm, 40
Cytoplasmic

incompatibility, 69, 96–97, 302
sex ratio distorters, 301–304

Cytosine, 11

D
Danaus chrysippus, 300
Daphnia pulex, 366
Darwin, C., 352
daughterless gene, 287, 289
ddNTPs, 6,181–182, 208–209, 213
Defensin, 83, 464
Deformed gene, 112
Degenerate genetic code, 12, 170, 175, 190,

see also Genetic code
Deletion, see Mutations
Dendrogram, 371
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2′-deoxyadenosine 5′-triphosphate (dATP), 9,
see also DNA

2′-deoxycytidine 5′-triphosphate (dCTP), 9
2′-deoxyguanosine 5′-triphosphate (dGTP), 9
2′-deoxythymidine 5′-triphosphate (dTTP), 9
Deoxyribonucleic acid, see DNA
Deoxyribonucleotides, see dNTPs
2′-deoxyribose, 6
Dermaptera, 59, 78, 88, 384
Dermestes, 4, 13
Deuterotoky, 78
Development

of D. melanogaster, 103
analyzed with mutants, 110, 112–113

maternal effect genes, 107–109
zygotic segmentation genes, 107–108

compound eye, 113
embryonic, 104–105
gene interactions, 113
imaginal discs, 106–107
long germ band, 106, 114
oocyte, 85, 90–91, 103–104, 108–109
parasegments, 110
postembryonic, 106
short germ band, 106
time, 91–92, 104, 106–109

of insects other than Drosophila, 103, 114
Devonian, 383–384
Diadegma chrysostictos, 294
Diadromus pulchellus, 58, 294
Diapause, 330, 419, 446
Dicentric chromosomes, see Chromosome
Dicyphus tamaninii, 233
Dideoxy method of DNA sequencing (Sanger

chain-terminating), 165, 180–183, 185, 244
Dideoxyribonucleotides, see ddNTPs
Differential splicing, 184, 189, 293
Diglyphus, 413
Dimethyl sulfoxide, 186–187
Diploidy, 63, 286, 294
Diplopoda, 352
Diplura, 78, 352, 384
Diptera, 78–79, 88, 94, 96, 300–301, 366, 384–385
Discontinuous genes, 14
Dispersal, 236
dissatisfaction gene, 340
Distorter gene, 299, see also Sex ratio
DMSO, see Dimethyl sulfoxide
DNA

A, 10
amplification, 42, 246, see also Gene amplification;

Polymerase chain reaction
ancient or aged DNA, 236–237, 239
bacterial, 237–238
B-form, 10, 54
base ratios, 54
binding domains, 112

chips, see Microarrays
C-form, 10
circular molecules, 80
cloning, 141, 154, 169, 187
complementary strands of, 11
core, 54–55
cutting, see Restriction endonucleases
D-form, 10
damage, 65
Data Bank of Japan, 191, 375
databases, 172, 179, 375
degradation, 218
dinosaur, 236–237
-DNA hybridization, 357
driver, 268
engineering, 236, 243
exogenous, 22, 131–132, 136, 139–141
extraction, 132, 217–219
fate of fed, 472
fingerprinting, 243
foldback, 53
forms, 10
hairpin structure, 7, 10
helix, 16, see also Double helix
highly repetitive, 53, 81, 89
hybridization, 147, 170
insect, 54, 236
intergenic, 12, 70
junk, 52, 195
ligase, 19, 130–131, 136–137, 168–169, 227
linker, 54–55
methylation of, 42, 46–47, 79, 134, 241, 273
microarray, see Microarrays
microsatellite, 89, 358, 363, 404, 409, 411–412,

416, 418, 430–431
middle-repetitive, 53, 81–82
minisatellite, 89
mitochondrial (mtDNA), see Mitochondrial DNA
moderately-repetitive, see Middle-repetitive DNA
noncoding, 180
packaging, 157
parasitic, 52
polymerases, 17–18, 20–21, 148, 181, 188,

208–209, 212, 214, 219–220, 227
precipitation, 133
product, 208
rearrangements of, 42, 80, 361
repair, 22, 65–66,
repetitive, 53, 57, 72, 135, 190
replication, 15–16, 21–22, 39, see also Replication
right-handed, 8, 10
satellite, 53, 58–59, 89, 367–368
selfish, 52, 195
sequencers, 189
sequences, 23, 156
sequencing, see also Sequencing

analysis methods, 187, 189, 192, 373–375, 417



Index 529

applications, 179, 358, 362
methods, 145, 172, 244–245
vectors, 139

shearing, 134, 155
single-copy nuclear, 81
single-stranded, 155
size-fractioning, 162, 164
size markers, 141, 150–151
spacer, 12–13
storage in liquid nitrogen, 132, 142
storing insect, 215–216
structure, 6, 9–11
supercoiled, 55
synthesis, 19, 209, 214
template, 180, 182, 208–210, 213, 216, 218
topoisomerase, 19
triplex, 54
unique-sequence, 81
Z-form, 10

DNase I, 148, 168–169
dNTPs, 148, 181–182, 208–209, 213
Dominant, 22, 24, see also Genetic terminology
dopa decarboxylase gene, 368
Dorsalizing genes, see Development
Dorso-ventral polarity, see Polarity of the

embryo
Dosage compensation, 287–289
Dot blot, 148, 263
Double helix, 7, 10, 12, 143
doublesex gene, 35, 287, 289, 292, 296
Double-strand conformation polymorphism

(DSCP), 404
doubletime gene, 326–327
Double switch gene, 292
Drift, see Genetic drift
Driver DNA, see DNA
Drosophila

ananassae, 341
bifasciata, 258, 291
birchii, 389–390
centromeres, 58, 65–67
chorion gene amplification, 90
developmental mutants, 112
erecta, 84
funebris, 88
genes cloned from, 240–241
Genome Project, 51, 79, 189, 191–193, 197,

199–200, 241, 412, 477
guanche, 258
hawaiiensis, 83, 267
helix-turn-helix DNA-binding proteins,

43
hydei, 83, 88, 269, 451, 455
immune response genes, 83
linkage maps, 79
maternal effect genes, 287–289

mauritiana, 70, 88, 259, 269, 271, 366, 390,
451, 454

melanica, 299
melanogaster, 52, 54, 79, 90

behavior genetics of, 317, 321–322, 326–334
chorion gene amplification, 92
comparative genomics, 200
courtship behavior, 339–340
cytoplasmic incompatibility, 96
development, 69, 78, 85
diapause, 330
DNA extraction method, 132, 218
Est-5 and Est-6 gene regulation, 338–339
foraging behavior, 321–322
freeze resistance in, 459
gene number, 192–193
gene silencing in, 469
Genome Project, 53, 192–194, 325
heat shock genes, 82, 269, 464–465
heterochromatin, 58, 191
histone genes, 83
homeotic genes, 190
and human diseases, 341–343
incipient speciation, 390
in situ hybridization, 67, 171
learning in, 330–334
meiotic drive in, 299
methylation of DNA, 46–47
microarray, 197
microinjection of, 459
minichromosomes, 80
mitochondrial genome, 70–71, 366
odor behavior of, 334
P-element mediated transformation, 89, 255,

260–264
period gene, 325–330, 339
position effect variegation, 57, 263
repetitive DNA amount, 290
resistance genes, 88, 93, 109
ribosomal genes, 80, 84
salivary gland chromosomes, 67
sex determination, 286–293
sleep, 342
speciation genes in, 341
telomeres, 89–90
transformation with TEs, 451
transposable elements in, 59, 86–88, 454

minichromosomes, 80
miranda, 58
mitochondrial DNA, 70
nasutoides, 53
nebulosa, 268
obscura, 299
palidosa, 341
paulistorum, 291, 301
polytene salivary gland chromosomes, 66–67
pseudoobscura, 329, 338–339, 388
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Drosophila (continued )
quinaria, 299
reproductive incompatibility, 96
sechellia, 70, 325, 366
segmentation genes, 77, 106–112
serrata, 389–390
simulans, 70, 89, 96, 98–99, 259, 266, 325, 329,

366, 390, 468, 472
telomeres, 67, 86, 88–90
testacea, 299
tripunctata, 299, 325
virilis, 58, 257, 272, 329, 451
vitellogenin genes, 85, 104
willistoni, 258, 291, 301, 471
yakuba, 70–71, 329, 366

Drosophilidae, 67
Drug addiction, 342
Duchenne muscular dystrophy, 194
dunce gene, 331–332, 339

E
Ecdysone, 43, 67
Ecdysozoa, 386
Eclosion, 326, 328
E. coli, 99

cloning in, 131, 138–139, 141, 150, 154–155,
157–160, 163–164, 166, 170, 172–173

competent cells, 142
DNA polymerase I of, 148, 169, 212
DNA replication, 15–19
expression of cloned genes, 155, 164, 172
F pilus, 164–165
genome project, 137, 193
growth, 139, 141, 144, 160, 164, 170, 176
heat shock genes, 82
ligase, 136, 168–169
maintenance, 139, 155, 166
restriction endonucleases, 169
storage, 137
transformation, 143, see also Transformation

Eco RI, see Restriction endonucleases
EDTA, See ethylenediaminetetraacetic acid
Effective population size, 414
Ehrlichia, 69, 231
Electroelution, 150
Electrophoresis

gel, 143–146, 149–151, 180–182,
184, 186

pulsed field, 136
two-dimensional, 198

Electroporation, 142, 149, 459
Elongation factor genes, 368, 388
Embioptera, 78
EMBL

Data Library, 191, 375
vector, see Vectors

Embryogenesis, 104

Embryonic development, see Development
Emergent properties, 115, 200–201
Encapsulation of pathogens, 460
Encarsia

formosa, 98, 291, 303
pergandiella, 291, 296
sex determination, 296

Endangered species, 403, 467
End–labeled probes, 169, 174
Endoplasmic reticulum (ER), 29, 39–40
Endopolyploidy, 79
Endosymbionts, see Symbionts
engrailed gene, 368–369
Enhancer

of gene expression, 30, 43
trap, 332

Enterobacter, see also Symbionts
agglomerans, 102–103
cloacae, 472

Environmental sex determination, 293, see also
Sex determination

Ephestia kuehniella, 80
Eradication programs, see Pest management strategies
Erwinia herbicola, 472
Escherichia, see E. coli
Esterase, 93

Est-5 and Est-6 in Drosophila, 338–339
genes, 90, 92, 232, 241, 368

Ethanol precipitation, see DNA precipitation
ether a-go-go gene, 322, 338
Ethidium bromide (EtBr), 143–144, 146, 150
Ethology, 317
Ethylenediaminetetraacetic acid (EDTA), 132
ETS, see Ribosomal RNA
Eubacteria, 69, 380–382
Euchromatin, 51, 57, 191
Eukarya, 13, see also Eukaryote
Eukaryote, 100

chimeric origin of, 196, 381–383
definition of, 13
genome duplication in evolution, 383

Eupelmus vuilleti, 58
European Molecular Biology Library (EMBL)

Nucleotide Sequence Data Library,
see EMBL

Euscelidium variegatus, 94
even skipped gene, 110–112
Evolution, see also Genome evolution

analyses of arthropod, 99
concerted, 367, 379, 388, 391
convergent, 190, 357, 369

Evolutionary developmental biology, see Evo-Devo
Evo-Devo, 114–117
Exons, 14, 30, 35, 193–194
Exonuclease

activity, 169, 214
III, 168–169
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Expression
screening, 172
vectors, see Vectors

Extrachromosomal organization of DNA, 138,
265, 269

exuperantia gene, 109
Eyprepocnemis ploras, 46

F
Facultative

heterochromatin, see Heterochromatin
thelytoky, see Thelytoky

FASTA, 199
Fat body, 67, 83, 85, 94, 101, 104
Fate maps, 319, see also Behavior
Fertility genes, 290
Fertilization, 104
F family, see Transposable elements
30-nm fiber, 55, see also Chromosome
Fibroin, 84
flamenco gene, 457
Flatworms, 271, 454
Flight behavior, see Behavior
Flightlessness, 322
FLP-FRT mediated recombination, 269, 319,

457–458, 463
Fluorescence labeling, 189
FlyBase, 193
FMRFaminde-related neuropeptides, 319
Foldback (FB) transposon, see Transposable elements
foraging gene, 321–322
Fossil insects, 237, 383–385, see also Amber,

insects in
Founder effects, 401, 429
Frameshift mutations, see Mutations
Freeze resistance, 264, see also

Genetic improvement
fruitless gene, 287, 292, 339, see also Behavior
FST, 416
Functional genomics, see Genome analysis
fused gene, 111
Fusion protein, 163, 173
fushi tarazu gene, 110, see also Development

G
G1 and G2 phases of cell cycle, 19, 60, 62
GABA (gaba-aminobutyric acid), 338, 342
Gall wasps, 78
Gap

genes, 107–108, 110–111
periods, 19
repair, 265–266

Gastrulation, 105
gate gene, 329
G-banding, 361
G element, see Transposable elements
GenBank, 191, 193, 241, 365, 372, 375

Gene
amplification, 80–81, 90–91
chip, see Microarrays
classes, 30, 32–33
cloning, 236, 240
conversion, 92
double switch, 292
duplication, 90, 200
function, 23, 200
gun, 458–459
imprinting, 46, 241
knockout, 42
multiple-copy, 218
organization, 13
regulation, 23, 42–43, 45, 51, 78, 200
silencing, 42, 44, 269, 273, 463, 469
single-copy, 218
structure, 12, 14
translation factors, 193
trees, 369

General model for sex determination, see Sex
determination

Genes, 5, 11, 30,194, 287, 458–459, see also
individual gene names

Genes within genes, 331
Genetic

bottlenecks, 365, 401, 428–429, 432
code, 12–13, 35, 70, 170, 175, 190, 355
control of pests, 286, 304–307, see also Sterile

insect release method
distance, 376, 415
drift, 356, 369, 388, 406, 428–429, 432
duplication, 92
improvement, 286, 308
incompatibility, 303
load, 52
maps, 236
modification of biological control agents, 444–445,

464–465
relatedness, see Relatedness
sex determination, see Sex determination
sexing method, 307, 447
systems in insects, 78–79
terminology, 24
variation, 24,

Genic balance model of sex determination, 295
Genome

analysis, 47, 156, 189, 193–195, 198–201, 334,
353

evolution, 47, 51, 62, 78, 89, 195–196
human, 200
insect, 80
mitochondrial, 93, 94
multiple, 93
nuclear, 93–94
projects, 79, 191
size, 52
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Genomic library, see Library
Genomics, see Genome analysis
Genotypes, 22, 201
Geographic variation, 357–358, 360, 362–363
Geological time scale, 384
Geotaxis, 325
Germ line

determination, 63, 106
transformation, see Transformation

GFP, 269, 317, 447, 457, 460, 463–464, 466
Globin family genes, 368
Glossina

morsitans, 94–95, 300, 305, 463
pallidipes, 305
palpalis, 462
species, 457
symbionts, 101

Glue protein gene (sgs-4) of Drosophila, 331
Glutamic

acid, 13
decarboxylase (GAD), 338

Glutamine, 13
Glutathioin-S-transferae, 334
glycerol-3-phosphate dehydrogenase gene, 368
glycerol-7-phosphate dehydrogenase gene, 368
Glycine, 13
Glycosylation, 41, 175
Golgi complex, 40–41
gooseberry gene, 110–111
Grape phylloxera, 225
Grasshopper, see species names
Green fluorescent protein, see GFP
Grylloblattodea, 78, 384
Gryllotalpa fossor, 46, 288
GST, see Coefficient of gene differentiation
Guanine, 4, 6–7, 11, 22
guanylate cyclase gene, 368
Gynandromorph, 298, see also Sex determination
Gynogenesis, 78
gypsy-like elements, see Transposable elements

H
H1, H2A, H2B, H3, and H4, see Histone proteins
Habrobracon

juglandis, 80, 322
sex determination, 293–294

Hae, see Restriction endonucleases
Haematobia irritans, 231, 272
Hairpin structure, see DNA
hairy gene, 111
Haldane’s Rule, 300
Haploid, 63, 294–295
Haplo-diploidy, 294–295, 298
Haplotype, 417
Hardy-Weinberg equilibrium, 415
Harmonia axyridis, 291
Heat shock

genes, 67, 69, 82–83
promoter, 465
proteins, 82, 454, 461, 464–465
response, 82, 461

Hedgehog gene, 111
Helicases, 16–17
Heliconius, 80
Helicoverpa

armigera, 324, 461
zea, 87, 272, 459

Heliothis
subflexa, 307
virescens, 80, 87, 241, 307, 325
zea, 454

Helper plasmid, see P-element vectors
Hemiptera, 59, 88–89, 366
Hemoglobin, 81
Hennig86, 380
Heritability (h2)

in the broad sense (VG/VP), 324
in the narrow sense (VA/VP), 324

hermaphrodite gene, 287, 289–290
HeT-A, see Transposable elements
Heterochromatin, 44, 51, 57–58, 65, 68, 191,

see also DNA
centromeric, 88
position effect variation, 263

Heterodoxus macropus, 70, 366
Heteroduplex analysis (HDA), 407–408
Heterogamety, 68
Heterologous probes, 170
Heteroplasmy, 70–71, 365
Heteroptera, 58, 301
Heterorhabditis bacteriophora, 271
Heterozygosity, 415
Hexamerin, 388
Highly repetitive DNA, see DNA
Histidine, 13
Histone

genes, 82–83, 368
octamer, 54–55
proteins, 43, 54–55

hobo, see Transposable elements
Holocentric chromosomes, see Chromosome
Holometabolous insects, 106, 333
HOM-C, 114–115
Homeo

box, 111–112, 190, 368
domain, 43, 191

Homeosis, 111
Homeotic

bithorax complex, 107, 113
genes, 107–108, 111–112, 114
mutants, 107

Homoduplex DNA, 408
Homogametic sex, 68
Homology, 115–116, 190, 356
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Homoptera, 46, 58, 78–79, 88, 94
Homo sapiens, 193
Homosexual, 339
Honey bee, see Apis mellifera
Horizontal gene transfer, 69, 89, 96, 98–99, 101–102,

259, 271, 304, 382, 457, 468, 470–473
Hormones, 29, 42–44, 67, 85, 290
Host plant preference, see Behavior
Host preference behavior, see Behavior
House-entering behavior of mosquitoes,

see Behavior
Housekeeping genes, 32, 42, 170, 355
Hox genes, 386–388
hsp gene, see Heat shock
Human disease gene, 194
hunchback gene, 110–111, 368
Huntington’s disease, 194
Hyalaphora cecropia, 81, 88
Hybrid dysgenesis, 256–257, 266, see also P element
Hybridization

of Magicicada populations, 419–422
screening, 170, 172–174

Hydras, 271, 454
Hydrogen bonding, 7, 11, 173
Hygienic behavior, see Behavior
Hymenoptera, 59, 78–79, 88–89, 94, 96, 99, 195,

259, 302, 366, 384–385
Hyperkinetic gene, 322
Hypertranscription, 90, 288
Hypervariable DNA sequences, see DNA

I
Ichneumonidae, 99
IGS, see Ribosomal RNA
Imaginal discs, 106–107
Immune

genes, 83
mechanism, 100
response, 95, 99–100, 446, 456, 461–462, 477

Immunochemical screening, 172–173
Inactivated X chromosome, 288
Inadvertent selection, 467
Inbreeding, 294–295, 401, 406, 416, 450, 467
Indel, 368
Independent assortment, 25
Initiation codon, see Codon
Insect

behavior, see Behavior
development, see Development
diversity, 77–78
DNA, see DNA
fossil record, 383–385, 388
genetic systems, 80, 85–87
plant interactions, 402, 409, 433–434

Insecticide resistance
amplified esterases, 92–93, 232
in biological control agents, 446

detection, 232
genes cloned, 141
knockdown (kdr), 242
migration of, 470
molecular methods for monitoring, 231, 242
as selectable marker, 466

Insertion, see Mutations
In situ hybridization, 148, 360–361
Insulators, 45
Interference, see RNA silencing
Intergenic DNA, see DNA
Intergenic regions, see DNA
Interphase, see Meiosis; Mitosis
Intersex, 287, 289, 292, 298
intersex gene, 287, 292
Intracellular microorganisms, see Symbionts
Intraspecific variation, 295–296
Introgression, 401–402, 419–422
Introns, 14–15, 30, 34–35, 47, 70, 83, 167, 172, 180,

193–194, 428–430, 466
introns-early hypothesis, 14
introns-late hypothesis, 15

Invasions of ecosystems, 473–474
Inversion, see Mutations
Inverted repeats, see Transposable elements
In vitro packaging, 155, 158–159, 161–164
Ion channels, see Channels
Isochores, 194
Isoleucine, 13
Isopoda, 366
Isoptera, 59, 89, 94, 384
Isozymes, 351, 357–359, see also Allozyme
ITS, see Ribosomal RNA
Ixodes, 239, 304

J
jockey, see Transposable elements
Juan, see Transposable elements
Jumpstarter, 264, see also P-element vectors
Jurassic Park, 236
Juvenile hormone, 5

K
kete gene, 340
Kilobases (Kb) definition, 11
Kinship, 414
Klebsiella oxytoca, 102–103, see also Symbionts
Klenow fragment of DNA polymerase I, 168–169,

181, 212, 219
knirps gene, 110–111
knockdown resistance (kdr) gene, 242, see also

Insecticide resistance
Kpn, see Restriction endonucleases
Krüppel gene, 110–111, 368

L
Labiata, 352
Labium, 106, 114–115
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lacZ construct
expressed in eukaryotes, 139, 466
as selectable marker, 140–141, 155, 162, 466

Lagging strand, 18, see also Replication
Lambda (λ), see Bacteriophage lambda
Large milkweed bug, see Oncopeltus fasciatus
Lariat, 34–35
Larval serum genes, 82
Lateral gene transfer, see Horizontal gene transfer
latheo gene, 331–333
Latheticus oryzae, 80
Laupala, 52
Law

of Independent Assortment, 63
of Segregation, 63

Leader sequence, 33
Leading strand of DNA, 17–18, see also DNA

and Replication
Leafhoppers, 94, see also Euscelidium variegatus
Learning, 317–319, 334–335

definition, 330
mutants, 331–333
olfactory, 333–334

Leishmania, 242, 271
leonardo gene, 332
Lepidoptera, 46, 58–59, 68, 78–79, 84, 88, 90,

175–176, 195, 269, 300–301, 384–385
Leptinotarsa decemlineata, 241
Leptopilina

boulardi, 98
hetrotoma, 292

lethal (1) polehole gene, 109
Leucine,

amino acid, 13
zipper, 43

Lewis, E. B., 107, 111–112
L-form bacteria, 291, 301
Library

cDNA, 162, 172
genomic, 155–156, 161, 170
screening, 170–173
shotgun, 156

Ligases, see DNA ligase
Ligation, 137, 155, 162–163
Limulus, 366, 385
Linker DNA, 155
Linnaeus, 352–353
linotte gene, 331–333
Lithobius forficatus, 366
Locomotor activity, see Behavior
Locusta migratoria, 46, 70, 80, 85, 366
Long branch attraction, 377, 379
Long germ band, see Development
Long PCR, see PCR
Long period interspersion pattern, 53, see also

Genome organization
Longevity, 433–434, 446, 464

Lou Gehrig’s disease, 342
Love songs, see Behavior
luciferase gene, 368
Lucilia cuprina, 53, 58, 79, 87, 260, 270, 272,

453, 462
Lu-P1 and Lu-P2, see Transposable elements
Lutzomyia youngi, 242, 462
Lymantria dispar, 87, 241, 455, 463
Lyse, 142
Lysine, 13
Lysogenic stage, 157
Lysozyme intron as taxonomic character, 368
Lysozymes, 83
Lytic stage, 157

M
M13 bacteriophage, 164–165, 175, 180, 183–184,

189, see also Bacteriophage
universal primer, 186

MacClade, 380
Macrobrachium nipponense, 366
Magicicada, 419–422
Major groove of DNA, 8
Malaria, 243, 446, 460–462, 475–477
Male

drive (MD), 299
sterility, 302, 307

Male killing, 291, 305
male-specific lethal genes, 287–288, 290, 292
Mallophaga, 58, 94
Mammal, 271
Mammalian cancer gene, 194
Manduca sexta, 81, 85, 336
Maniola jurtina, 300
Mantodea, 384
Mantophasmatodea, 352–353
Mapping with RFLP markers, see RFLPs
mariner, see Transposable elements
Mastotermes electrodominicus, 100–101, 237
Maternal

effect genes, 104
genes, 287, 289
inheritance, 70
microinjection, 458–459
sex ratio (MSR), 305, see also Sex determination

Mating behavior, see Behavior
Maxam-Gilbert method of DNA sequencing

(chemical method), 180, 186–187, 244
Maxillopedia gene, 114–115
Maximum likelihood methods, 372
Maximum parsimony methods, 377
Mealybug, see species names
Mecoptera, 59, 78, 89, 384
Medea, 300–301
Medfly, see Ceratitis capitata
Mediterranean fruit fly, see Ceratitis capitata
Megaloptera, 78
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Megaselia scalaris, 81, 87, 296
Megoura viciae, 46
Meiosis

in eukaryotes, 13, 19, 25, 54, 58, 63, 66
meiosis I, 63–65, 104
meiosis II, 104

Meiotic drive, 299–300
Melanoplus sanguinipes, 80
Melipona quadrifasciata, 294
Memory, 333–334
Mendelian inheritance, 69
Merostomata, 352, see also Limulus
Messenger RNA (mRNA)

abundance, 168, 199
cloning, 166–167
in eukaryotes, 33–34, 108
function, 33
isolation, 168
in PCR, 235–236, 239
precursor to, 15, 31, 34
processing of transcript to mRNA, 33–35
stability, 41
surveillance, 39
translation, 36

Metallothionein promoters, 465
Metamorphosis, 85, 106, 117
Metaphase chromosomes, see Chromosome
Metaseiulus occidentalis, 88, 184, 241, 292,

444–445, 452, 459, 468
Methanobacterium thermoautotrophicum, 214
Methionine, 13
Methotrexate, 93
Methylation of DNA, see DNA
Microarrays, 117, 196–199, 408–410, 432–433
Microinjection, 458–459, 468
Microorganisms, see Bacteria; Symbionts
Micropia family of retrotransposons, see

Retrotransposable elements
Micropyle, 104
Microsatellite DNA, see DNA
Middle-repetitive DNA, see DNA
Migration of resistance alleles, 470
Millipede, see Spirobolus
Minichromosomes, 58
Minipreps, 143
Minisatellite DNA, see DNA
Minor groove, 8
Mitigation plans, 467
Mitochondria, 13, 20, 69–71
Mitochondrial DNA

from Apis mellifera, 70, 364
from Drosophila yakuba, 71
from other insects, 70, 366, 412
molecular evolution, 238, 244, 364, 369, 381
PCR primers, 191, 243, 366, 412
structure, 364

Mitosis, 13, 19–20, 54, 57–58, 60–62, 66

Mode of inheritance, 317
Models to predict, 460–461, 473–474
Moderately repetitive DNA, see DNA
Molecular

clock, 354–356, 365
data analysis methods, 414–417
ecology, 208, 244, 402
evolution, 208, 353
genetic manipulation, see Transgenic arthropods
genetics, 244, 402
phylogeny, 368
systematics, 353–354

Mollusca, 385–387
Monophyly

of arthropods, 385
of Chelicerata, 385
of D. pseudoobscura, 388

Morinda citrifolia, 325
Morphogen, 109
Mosaic analysis, 319
Mosquito, 79, 90, 93, 232, 242, see also Aedes;

Anopheles; Culex
M phase, see Cell cycle
MrBayes software, 380
mRNA, see Messenger RNA
mtDNA, see Mitochondrial DNA
Muller’s ratchet, 285
Multigene families, 14, 82, 334, 338, 383
Multiple

allele model of sex determination, 294–295
cloning sites, 139–140
locus DNA fingerprinting, 403, 409, 411, 416,

418–419
Musca domestica

development, 114
genes cloned from, 241
insecticide resistance genes, 90
linkage maps, 79
mating behavior, 325
sex determination, 295–299
sex ratio distorters, 300
short-period interspersion pattern genome, 53
transformation of, 455, 459, 464
transposable elements in, 87, 260, 270, 451, 453

Muscidifurax uniraptor, 98–99
Muscle of Lawrence, 287, 339
Mushroom bodies, 318–319, 332–334
Mutagen, 22, 143, 146
Mutant phenotype, 22
Mutations

back, 23–24
conditional lethal, 23–24, 447
deletion, 23
detection of, 67, 236
effects of, 15, 23, 35
favorable, 285
frameshift, 24
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Mutations (continued )
genome, 22
homeotic, 111–113
insertions, 23, 87
inversions, 196
frameshift, 23–24
lethal, 71
load, 285
in mitochondria, 71
neutral, 35
nonsense, 23–24
point, 23, 84
regulatory, 24, 35
repair, 22
in repetitive DNA, 89
reversions, 23
silent, 23–24
suppression, 23
temperature–sensitive, 24
transition, 23
transposition as cause, 42
transversion, 23
X chromosome, 79

Mutator plasmid, 264
Mycoplasmas, 94
Mylothris spica, 300
Myosin alkali light chain intron, 368
Myriapoda, 352, 366, 369, 383, 385, 387
Myrmeleontidae, 101
Myzus persicae, 46, 92

N
NAD+, see Nicotinamide adenine dinucleotide
naked gene, 111
nanos gene, 109
Nasonia, 98, 317

and B chromosomes, 68, 291, 304
vitripennis, 80–81, 291, 304–305

NCBI, National Center for Biotechnology
Information, 375

Nei’s standard genetic distance, 416
Nematode, 95, 269, 271, 386, 454
Nemonychidae, 237
Neodiprion nigroscutum, 294
Nervous system, 318
Neurobiochemistry, 336–338
Neurobiology, 336
Neurodegenerative diseases in Drosophila and

humans, 194, 341–343
Neuropeptides, 319
Neuroptera, 84
Neurospora crassa, 327
Neurotransmitters, 336–338
Neutral theory of molecular evolution, 355–356
Ngbo gene, 340
Nick translation, 148–149
Nicotinamide adenine dinucleotide, 136

Nitrogenous bases, 4, 6–7, 10
No action potential, temperature sensitive gene, 338
Noncoding DNA, see DNA
Nonhomologous recombination, 65
Northern blot analysis, 130, 146, 148
Notch gene, 461
Nuclear

DNA, see also DNA
envelope, 39
membrane, 30
polyhedrosis virus (NPV), 175–176, 455
pore complex, 39
transplantation, 459

Nuclease, 169, 216
Nucleolus, 59, 69
Nucleoside, 6–7
Nucleoskeleton, 52
Nucleosome, 54–56, 83
Nucleotide (nt), 6, 7
Nucleus, 39–40, 47, 52, 55, 57, 382
nullo gene, 368
Numerator genes, 287
Nurse cells, 90, 94, 104, 109
Nusslein–Volhard, 107

O
odd-paired gene, 110–111
odd-skipped gene, 111
Odonata, 78, 88, 384
3′-OH terminus, 6, 30, 136, 148, 184
Okazaki fragments, 18–20,
Oligo (dT) cellulose, 168
Oncopeltus fasciatus, 291, 323
Onionskin structure, 90, see also Gene amplification
Onychophora, 386–387
Oocyte formation, 103–104
Ooencyrtus submetallicus, 303
Oogenesis, 110
Open reading frame (ORF), 180, 190, 371
opsin gene, 368
Ordovician, 383–384
Oriental fruit fly, see Bactrocera dorsalis
Origin of replication, see Replication
Origin of Species, 352
Orthoptera, 46, 59, 78–79, 88–89, 94, 366, 384
oskar gene, 109, 293
Ostrinia nubialis, 322
ovarian tumor gene, 293
ovo gene, 293

P
P32 labeling, 148–149
P450 gene, 88
p25.7wc, see P-element vectors
paired gene, 110–111
Pair rule genes, 107–108, 110–111, see also

Development
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Paleozoic, 383–384
Palorus ratzeburgii, 59
Pao elements, see Transposable elements
Papillio glaucus, 80
Parahaploidy, 79, 293
paralytic sodium channel gene, 322, 338, 368,

see also Channels
Parasegments, 109–110, 112
Parasitic DNA, see DNA; Transposable elements
Parasitoid wasps, 100, 445
Parathion hydrolase gene (opd), 269, see also

Insecticide resistance
Paratransgenesis, 446, 451, 457–458, 463
Parkinson’s disease, 194, 341
Parsimony methods, 372, 375, 377
Parthenogenesis, 78–79, 293–295
patched gene, 111
patched hedgehog gene, 111
Paternal

derived chromosomes, see Chromosome
sex ratio (PSR), 68, 291, see also Sex

determination
Paternity, 414
Pathogen detection, 217, 236, 239, 242
PAUP, 191, 372, 380
Pauridia peregrina, 303
Pauropoda, 352, 387
pBR322, see Plasmids
PCR, see Polymerase chain reaction
Pectinophora gossypiella, 270, 455, 459, 464
PEG, see Polyethylene glycol
P element, 86, 89, see also Transposable elements

cross mobilization of, 257
as driver of genes into populations, 88, 446
horizontal transfer of, 259
hybrid dysgenesis, 256–257
mediated transformation, 84, 92, 255–256,

260–263, 451–452
of Drosophila with Est-5, 339
of Drosophila with a per allele, 330
of Drosophila with a Bombyx silk gene, 84
of insects other than Drosophila, 266–267

origin, 258–260
resistance to, 267–268
structure, 256–258
transposition method, 258, 262, 265
vectors, 260–262, 264–265

Peptide bonds, 36
period gene, 326–330, 339, 368, see also Behavior
Periodical cicadas, see Magicicada
Periplaneta americana, 101, 241, 318
Peritrophic membrane, 83
Permian, 383–384
Pest management strategies, 100, 273, 300, 308,

442–477
Pfu DNA polymerase, 169, 227, 240
Phagemids, 154, 155, 165, 166

Phage M13, see Bacteriophage, M13
Phase-angle gene, 329
Phenetic systematics, 353, 370
Phenogram, 371
Phenol DNA extraction method, 133
Phenotype, 22–23, 25, 194, 201, 371
Phenylalanine, 13
Pheromone

binding protein, 335
biosynthesis-activating neuropeptide (PBAN), 319
communication, 335–336, 340

Philosamia, 446
Philudoria potatoria, 300
Phlebotomus, 87, 462
Phormia regina, 70
Phosphodiester bonds, 6
phosphoglucose isomerase gene, 368
Phosphoric acid group, 6
Phosphorylation, 175
Photoreceptor, 329
Phototaxis, 322, 325
Phyletic speciation, 369
PHYLIP, 380
PhyloCode, 353
Phylogenetic

methods, 377
software, 379–380
species, 389
systematics, 370
trees, 371, 375–380

Phylogenies, 236, 244, 352, 375–380
Physical map of the genome, 192
Phytoseiidae, 88, 184, 241, 292
piled egg gene, 322
Pissodes

nemorensis, 70
strobi, 70
termonalis, 70

Planococcis
citri, 95
lilacius, 46

Plant defenses to herbivory, 432–433
Plaque

hybridization, 171
screening, 170–172

Plaques, 148, 158, 160
Plasmids, see also Cosmid; Phagemids

pBR322, 138, 141
preparations, see Minipreps
promiscuous, 139
pUC, 140
purification, 142
recombinant, 131–132
as vectors, 130–131, 136–138, 142, 150, 154

Platyhelminthes, 385
Plecoptera, 78, 384
Plesiomorphic, 370
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Plutella xylostella, 241
Podisma pedestris, 69
Point mutations, see Mutations
Polarity of the embryo, 77, 107, 109–111, see also

Development
Pole cells, 103, 106, 261, 293
Polyacrylamide gels, see Acrylamide gels
Poly(A)

polymerase, 35
signal, 33, 194
tail, 34, 240

Polydnaviruses, 99–100
Polyethylene glycol, 141
Polygenic inheritance, 325
Polyhedrin promoter, 175–176
Polylinker, 139, 155, 163, see also Multiple

cloning sites
Polymerase chain reaction (PCR)

AFLP, 217, 223–225, 404, 407, 418, 424–425
allele-specific, 71, 209, 212, 214–215, 224,

230, 403
amplification of DNA, 156, 210
anchored, 224–225
of ancient DNA, 218, 236, 238
annealing, 209–211, 213–214, 220
arbitrary primers (AP-PCR), 224–225
asymmetric, 224, 226
automation, 218–219
basics, 209, 211, 213, 215–216
contamination, 221–223, 238
cycle number, 211, 213, 218, 220–221
cycle sequencing, 244–246
DALP, 226
denaturing DNA for, 209–211
detecting pathogens in arthropod vectors, 236, 242
direct sequencing, 245
engineering DNA, 243
false negatives, 231
false positives, 221–222
fluorescence-detecting thermocyclers, 234
hot-start, 226–227
inhibition, 217
of insects in amber, 237–238
inverse, 224, 227–228
long or high-fidelity, 227–230, 404
modifications, 223–224
multiplex, 224, 227, 229, 231
negative control, 223, 238
nested, 231
of old DNA, 239
optimization, 213
PCR-RFLP, 224, 231–232, 405, 412–413,

426–428
plateau, 220, 221
positive control, 222
preparing DNA for, 216

primers, 98, 208, 210–211, 213, 215, see also
Primer

protocol, 209, 211–212, 214, 236
quantitative, 224, 232
RAPD

applications, 358, 362–363, 405, 407, 413–414,
424, 427, 429, 431

data analysis, 195, 219, 233–234
method, 224, 232, 412
phylogeny analysis, 236, 244
sequencing of, 245
species identification, 236

real-time, 232, 234–235
RNA, 224, 239
reverse transcription (RT-PCR), 214, 235, 243
sequencing, 188, 208, 236, 244
specificity, 219–220
SSP, 236
SWAPP, 234
TagMan, 232, 235, 242
temperature cyclers, 211, 219
universal primers, 244

Polynucleotide, 6–8, 11–12, 15–16, 19
Polyphyly, 384, 388
Polyploidy, 52, 67, 78, 80–81, 84–85, 90
Polysome, 38
Polyteny, 66–67, 80, 85, 90, 106, 191
Population ecology and genetics, 244, 400–441
Porcellionides pruinosus, 302
porcupine gene, 111
Position effect variegation, 46, 57, 263
postbithorax gene, 113
Postembryonic development, see Development
Postzygotic reproductive isolating factors, 341, 388
Potassium channels, see Channels
Pre-adaptive mutations, 93
Precipitating nucleic acids, see DNA
Predatory mite, see Metaseiulus or Phytoseiidae
Pre-mRNA, 35
Prezygotic reproductive isolating factors, 341, 388,

419–422
Primase, 18, 20
Primer

artifacts of PCR, 220–221
degenerate for PCR, 224, 226, 240
for DNA replication, 17
extension in PCR, 211–214, 220
G/C clamp, 215
for PCR, 208–209
primer-dimers, 220–221
random in PCR, 232–233
SCAR, 233
for sequencing, 181, 186

Prions, 4–5
Probes, 67, 147, 170–171, 174–175
proboscipedia gene, 115
Procecidochares, 322
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Proctolaelaps regalis, 259
Programmed cell death, 41
Prokaryotes, 15, 19, 30, 32–33, 36, 39, 42, 44,

46–47, 54
Proline, 13
Promoters, 30, 33, 44–45, 193, 465–466
Prophage, 157
Prophase, see Meiosis; Mitosis
Protease, 216
Protein

electrophoresis, 406
families, 200
functions, 29–30, 38, 199–200
information resource (PIR), 199
kinases, 163, 193
sequences, 180
structure, 199–200
synthesis, 31, 33–38

Proteobacteria, 381
Proteomics, 198–199
Proteosome, 41–42,
Prothoracicotropic hormone (PTTH), 319
prothoraxless gene, 114
Protura, 78, 352, 384
prune gene, 368
Pseudococcidae, 95
Pseudococcus

affinis, 79
calceolariae, 46
obscurus, 46

Pseudogamy, 78
Pseudogenes, 14, 69, 81
Pseudoplusia includens, 462
PSR, see Paternal, sex ratio
Pst, see Restriction endonucleases
5′-P terminus, 17–19
pUC, see Plasmids
Puffing of chromosomes, see Chromosome
Pulsed field electrophoresis, see Electrophoresis
pumilio gene, 109
Purines, 6–7
Pycnogonida, 352
Pyrgomorpha conica, 46
Pyrimidines, 6–7
Pyrococcus furiosis, 169

Q
Q-banding, 360
Quality control, 444, 446, 450, 476
Quantitative genetic methods, 315, 319, 324
Quantitative trait loci, 324

R
R1 and R2 transposable element, see Transposable

elements
Rabbit hemorrhagic disease virus, 235
radish gene, 331–333

Random fragment length polymorphisms, see RFLP
Random primers, see Primers
RAPD-PCR, see Polymerase chain reaction
Recessive, 22, 24, see also Genetic terminology
Recombination, 25, 63, 284, see also Plasmids,

recombinant
Reductional division, 63, 65
Reductionism, 200–201
Refractory, 94, 460
Regulation of transgenic arthropods,
Regulatory

mutations, see Mutations
sequences, 459, 461, 465–466

Relatedness, 407, 418
Repetitive DNA, see DNA, repetitive
Replacement vectors, see Vectors
Replica plating, 141
Replication

of DNA, 5, 15–17, 169
fork, 16
ligation of DNA during, 18
origins of, 16–17, 19–20, 54, 130, 141, 154, 165
rolling-circle, 157
semi-conservative, 15–16

Reproductive
incompatibility, 291–292
isolation, 303, 340–341

Resistance, see Insecticide resistance
resistance to dieldrin gene, 368
Response to selection (R), 323
Restriction

blunt cuts, 134–137
digest, 155
endonucleases, 130–131, 134–136, 150, 162–163,

168–169, 187, 190, 217
enzyme, 54, 134, 147, 151, 158, 191, 361
fragment length polymorphisms, 358, 361–362, 411
mapping of behavior genes, 151
site analysis, 138, 150–151, 240
staggered cuts, 134–135

Reticulitermes favipes, 100
Retrotransposable element, see Transposable elements
Retroviruses, 85, 456
Retrovirus-like retrotransposons, see Transposable

elements
Reverse

genetics, 270
transcriptase, 21, 60, 81, 166–167, 169
transcription, 167

Reversions, 23–24, see also Mutations
RFLP-PCR, see Polymerase chain reaction
RFLPs, see Restriction fragment length

polymorphisms
Rhagoletis pomonella, 80, 102–103, 389, 407, 457
Rhodnius prolixus, 457
Rhyniella praecursor, 384
Ribonuclease (RNase), 42, 168
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Ribonucleic acid, see RNA
Ribose, 6
Ribosomal RNA

ETS, 366
genes, 12, 30, 53, 56, 82, 84, 217, 367, 412
IGS, 366
ITS, 366
5S, 30, 56
5.8S, 56, 84, 412
18S rRNA, 56, 84
28S rRNA, 56, 84, 88

Ribosomes, 36, 39, 47, 70, 365, 367
copy number, 365, 367
function, 84, 365
large subunit (28S), 365
small subunit (18S), 365–366

Ribozyme, 36
Rickettsia, 69, 93–94, 242, 291, 305, see also

Symbionts
RIDL genetic control method, 461
Risk analysis of transgenic arthropods, 89, 273, 434,

444, 474–477
models for, 461, 473–474

RNA
amplification of, 239
antisense, 462
editing, 44
interference, see RNA silencing
leader sequence, 33
polymerase, 30–31
polymerase II, 30, 388
polymerase III, 30
primer, 18–19
processing, 39
ribosomal, see Ribosomal RNA
silencing, 42
splicing, 42, 47
structure, 6
synthesis, 30–32
transcription, 30, 32–35
transfer, 12, 70, 82
world, 5

Rolling circle replication, see Replication
rosy gene, 262
roughest gene, 80
rovers, 321–322
rRNA, see Ribosomal RNA
runt gene, 110–111
rutabaga gene, 331–332, 339

S
35S, 180–181, 183
S phase of cell cycle, 19, 60
S1 nuclease, 168, 169
Saccharomyces cerevisiae, 51, 93, 100, 154, 191,

193, 383, 458

Salivary
gland chromosomes, see Chromosome
glue genes, 14
secretions, 101
toxins, 101

Sanger method of DNA sequencing, see Dideoxy
method

Sarcophaga bullata, 53
Satellite DNA, see DNA
Sawfly, see Athalia
Scaptomyza pallida, 258
Schistocerca gregaria, 52, 114
Schizaphis graminum, 53
Sciara coprophila, 366
Sciaridae, 67
Screwworm, see Cochliomyia hominivorax
SDS, see Sodium dodecyl sulfate
Secondary transposition, see Transposition
Segmentation genes, 109, 111
Segment polarity genes, 107–108, 110–111
Segregation, 284
Segregation Distorter (SD), 299
Selectable markers, 139, 460, 466
Selection

differential (S), 323
experiments, 323–324

Semi-conservative replication, see Replication
Sequenase 2, 181
Sequence analysis, 362–363
Sequencing

enzymes, 181
gel, 181, 184
in molecular ecology, 406, 414
in molecular systematics, 358, 362, 368–380

Sericin, 84
Serine, 13
Sex

chromosomes, see Chromosome
determination, 284, 286, 289–298, 339
determination model, general, 297–299
pheromone communication, 335, 340, see also

Pheromones
ratio, 95, 99, 299–300, 302, 447, 464

sex combs reduced gene, 35
Sex-lethal gene, 287–290, 297–299
Sexual reproduction, 25, 284–286
Shab gene, 336, 338
Shaker gene, 322, 336, 338–339
Shal gene, 336, 338
Shaw gene, 336, 338
Sheep blowfly, see Lucilia cuprina
Short germ band, see Development
Short inverted terminal repeats, see Repeated

sequences
Short period interspersion pattern of genome

organization, 53
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Shotgun
libraries, see Libraries
sequencing, 187, 192

Sibling species, 389, 391–392, 401–402, 434
Signal transduction, 317, 333, 336–338
Silent mutation, see Mutations
Silk

genes, 82, 84
mat spinning, 322
moths, see Antheraea pernyi; Bombyx mori

Similarity
and homology definitions, 356
and systematics, 370–371, 375–376

Single
copy nuclear DNA, see DNA
locus, multiple-allele model sex determination

model, 294
strand binding proteins (SSBs), 16–17
stranded DNA, see DNA
stranded probes, 147

Siphonaptera, 78
SIRM, see Sterile insect release method
sisterless genes, 287, 289–290
Site-directed mutagenesis, 266
Sitophilus oryzae, 94
Sitters, 321–322
Sleep, 342
sloppy-paired gene, 111
Sma, see Restriction endonucleases
Small nuclear RNAs (snRNAs), 30, 35, 40, 193
Sminthuris viridis, 297
snail gene, 368
“So What test,” 434
Social behavior, see Behavior
SOD, see Superoxide dismutase
Sodalis glssinidius, 101
Sodium channel genes, 240, 241, 368
Sodium dodecyl sulfate (SDS), 198
Solenopsis invicta, 294
Son Killer, 305
Song cycles in Drosophila species, 316, 327,

329–330, see also Behavior
Southern blot analysis, 130, 146, 148, 170, 174, 263
Speciation, 98–99, 340–341, 369, 389–391, 418–422
Species

concepts, 388–389, 420
cryptic, 362, 391, 418, 420
mechanisms, see also Allopatry; Sympatric

speciation
temporal isolation in, 420
trees, 369

Specific activity of probe label, 174
Sperm as vectors, 459
spinster gene, 339
spire gene, 109
Spirobolus, 385
Spiroplasmas, 291, 301, 305

Spliceosomes, 35, 47
Splicing, 35, 172
Spindle, see Meiosis; Mitosis
Spodoptera frugiperda, 176, 270, 417–419
SSBs, see Single strand binding proteins
Stable transformation, see Transformation
Stalk-eyed flies, 300
staufen gene, 109
Sterile

insect release method (SIRM), 305–307, 422–424,
431–432, 445–448, 460–461, 467

males, 305, 307, 445
Stinging behavior, see Behavior
Stoffel fragment, 214
Stomoxys calcitrans, 270, 451, 453
Stop codon, see Codon termination
Strepsiptera phylogeny, 368
Stringency, 148, 225
Structural genomics, see Genome analysis
Stuffer fragment of lambda phage, 158–159, 162
Subclones, 180, 188
Subspecies identification, 360
Sulfolobus acidocaldarius, 214
Supercoiled DNA, see DNA
Supernumerary chromosomes, see Chromosome
Superoxide dismutase (SOD) gene, 355, 368
swallow gene, 109
SWISS-PROT, 199
Symbionts, see also Wolbachia

diversity of, 93–94, 101
evolution in aphids, 355
feminization of hosts, 304
functions, 93–96
genetically engineered, 447
gut, 100–101,
horizontal transfer of, 69, 468, 472
intracellular, 94
microbial, 94–95
mitochondria as, 69, 93–94, 101
multiple types of, 93–95
PCR detection of, 229
polydnaviruses, 99–100
toxin production in, 101
transformation of, see Paratransgenesis
as vectors of transposable elements, 78, 89
vertical transfer of, 102
virus-like, 94

Sympatric speciation, 362, 388–389, 418
Symphyla, 352, 387
Synapses, 337
Syncytium, 104–105, 261
Synecology, 402
Syngamy, 104
Synthetic probes, 175
Systematics

characters, 370
cladistic methods, 370



542 Index

Systematics (continued )
definition, 352
maximum likelihood methods, 377
molecular methods for, 357–363
parsimony methods, 375

T
T4

DNA ligase, see DNA ligase
DNA polymerase, 169, 240
polynucleotide kinase, 168–169

T7 DNA polymerase, 169, 183
Tachinidae, 96
Talaeporia tubulosa, 300
Tamarixia radiata, 230
Tandem repeats, see DNA, repetitive
Taq DNA polymerase, 169, 209, 212–213,

219–220, 227, 240
Tardigrada, 386
Targeted

gene insertion, 451
gene replacement, 258, 451
mutation, 266

TATA box, 32–33, 194
Taxonomy, 352
tDNA-PCR, see PCR
Telomerase, 21, 60
Telomere, see also Chromosome

DNA, 53, 57, 89
function, 21, 51, 59–60
Het-A sequences in, 88, 196

Telomere terminal telomerase, see Telomerase
Telophase, see Mitosis and Meiosis
Tenebrio molitor, 59
Tenebrionidae, 52, 59, 80
Tephritidae, 424–432, 453–454
Terminal transferase, see Telomerase
Termination codons, see Codon
Termite, see Mastotermes electrodominicus
Tetracycline

antibiotic use, 95
resistance, 131, 138–139, 141, 457, 466

Tetrahymena, 60
Tetraneura ulmi, 300
Tetranychus urticae, 241
Tetrodontophora bielanensis, 366
TFB1, see Transposable elements
Thelygenic females, 297
Thelytoky

cyclical, 78
evolution, 78
facultative, 79
induced, 291, 303
insect orders, 96
and sex determination, 95, 98, 293–295, 303

Thermal cyclers, 218–219
Thermococcus litoralis, 214

Thermoplasma acidophilium, 214
Thermostable DNA polymerase, 212, 214,

see also Taq DNA polymerase
Thermus

aquaticus, 212, 214
litoralis, 227
thermophilus, 214, 227

Theta, 430
Threonine

amino acid, 13
and glycine repeats in period, 327

Thymine, 11
Thysanoptera, 78, 114, 384
Ticks, 195, 239
timeless gene, 326–327, 329, 368
Toll gene, 109
T1 family, see Transposable elements
torso gene, 109
Tracheata, 383, 387
Trailer segment, 33
Transcription, 5, 12, 29–33, 39, 41–44, 67
Transcriptional proteins, 29, 32
Transcriptome, 197
Transfection, 155, 157–158
Transfer RNA (tRNA)

genes, 30, 36–37, 53, 85
and polysomes, 38
structure, 36–37

Transformation
of arthropods, 442–477
of E. coli, 141–142
germ-line, 262
stable, 262, 448
targeted, 463
transient, 262
with recombinant plasmid DNA, 155

transformer genes, 35, 287, 289–290
Transgene, 46, 57–58

silencing, 469
Transgenic arthropods, 89, 236, 433, 442–477

containment of, 444, 449–450, 470
methods to develop, 448–466
models for release, 460, 469, 473–478
regulation of releases, 473–474, 476
release of, 452–453
risk assessment of, 449–450, 452–454, 467,

469–474
traits to modify, 461–465
uses for, 445–446, 450, 459

Transient transformation, see Transformation
Translation, 5, 12, 30, 35–36, 38–39
Translational regulation, 42, 45, see also

Gene regulation
Transovarial transmission, 94, 101
Transposable elements

Activator, 88, 269
Bel, 89
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Blood, 89
BmTel, 87
Class I, 85
Class II, 85
conversion to activity, 273, 455
copia-like, 86
coral, 89
cross mobilization of, 272–273, 454
Crusoe, 86
definition, 72
diversity, 86
as drivers to insert genes into populations,

446–447, 454, 460–461, 473–474
F , 85, 89
FB ( foldback), 86–88
fertility factors, 290
Flea, 89, 242
G element, 86
and genome evolution, 53, 72, 78, 80, 88–89,

195–196
gypsy, 89, 451, 456–457
gypsy-like, 86
Helena, 257
Hermes, 87, 270–273, 451, 453–454
hermit, 87, 270, 453
HeT-A, 59, 86, 88, 90, 196
HMS beagle, 89
hobo, 86–88, 268–269, 451, 454, 471
Homer, 86
hopper, 86
horizontal transfer of, 88–89, 258–259,

271–273, 454, 471–473
host range of, 270–272
jockey, 86–88
Juan, 86–88
Lian, 86
LINEs, 86, 257
Ll Bm, 87
long terminal repeats, 85–86
Lu-P1 and Lu-P2, 87
Lydia, 87
mariner, 86–89, 184, 257, 268–269, 451,

454–455, 471
method of transposition, 86, 258
micropia, 88
Minos, 268, 271, 451, 455
MITES, 86
Moose, 86
and mutations, 23–25, 87, 196
nomade, 89
Ozmandias, 86
P , see P element
Pao, 86, 87
Paris, 257
Penelope, 257
piggyBac, 268–270, 272, 451, 455, 471
pogo, 272

Pony, 86
prygun, 89
Q, 86
resistance to, 256–257, 455
retrotransposons, 58–59, 85, 88, 196
retrovirus-like retrotransposons, 86
rolling-circle transposons, 85
R1 and R2 elements, 86–88, 367
SART1, 87
17.6 element, 88
Sleeping Beauty, 271, 454
and speciation, 390
stalker, 89
Tam3, 88
TART, 59, 88, 90, 196
TE1, 80
terminal inverted repeats, 85–86
TFB1, 87
THROMB, 87
Tigger, 272
TRANS1, 87
transposase, 257
T1 element, 86
Ulysses, 257
vash, 86
woot, 87
zam, 89

Transposase, 85, 257, 262
Transposition, 86
Transposon

jumping, 264
tagging, 264

Tree
rooted, 376
types, 376
unrooted, 376

Trialeurodes vaporariorum, 233
Triassic period, 384
Triatoma dimidiata, 70, 366
Tribolium

castaneum, 53, 80, 87, 115, 195, 300–301,
451, 455, 464

confusum, 80
developmental genetics, 114–115
madens, 89, 291

Trichogramma, 291, 303, 308
Trichoplusia ni, 241, 269–270, 454–455
Trichoptera, 59, 84, 89, 384
Trilobita, 352
Trinucleotides, 9
Triosephosphate isomerase gene, 368
Trioxys pallidus, 233, 413, 461
Triplex DNA, see DNA
Tritocerebrum, 318
tRNA, see Transfer RNA
trunk gene, 109
Tryptophan, 13
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Tsetse fly, see Glossina
Tubulins, 14
tudor gene, 109
turnip gene, 331–333
Turnip sawfly, see Athalia rosae
Two-spotted spider mite, see Tetranychus urticae
Tyrosine, 13

U
UAA, see Codon
UAG, see Codon
Ubiquitin, 41
UGA, see Codon
Ultrabithorax gene, 387
Ultraviolet radiation, 22
Unique sequence DNA, see DNA, unique sequence
Universal Tree of Life, 380–383
Unrooted tree, 376
Unweighted pair-group method using an arithmetic

average (UPGMA), 377
Uracil, 7, 30

V
VA/VP, see Heritability
Vaccination, 446
Vaccines, 463
Valine, 13
valois gene, 109
Varroa, 321, 324, 391–392, 446
vasa gene, 109
Vectors, 154–156, 171, see also Baculovirus;

Plasmids
EMBL series, 162–164
expression, 139, 167, 171
gt, 162
insertion, 131, 158
M13, 164, 180, 184
pantropic retroviral, 451, 456, 463
parvovirid, 451, 456, 463
polydnaviral, 451, 456, 463
replacement, 130, 158, 161
sequencing, 139, 180
Sindbis virus, 451, 457, 463

Velvet worms, see Onychophora
Vent DNA polymerase, 227
Vertical transfer, 102, 355
vestigial gene, 368
VG/VP, see Heritability
Virus, 93

like symbionts, see Symbionts
Vitelline membrane, 104–105
Vitellogenin genes, 85, 104
Volado gene, 332

W
Western blot analysis, 130, 146
West Nile virus, 242
white gene, 260, 262, 266, 269, 273, 368
Wieschaus, 107
Wigglesworthia glossinidia, 101
Wild-type allele, 22, 24–25
Wing length and propensity to fly,
wingless gene, 368
Wings clipped plasmid, 260, 262
Wobble hypothesis, 38
Wolbachia

bacteriophage in, 99
cause of cytoplasmic incompatibility, 96–98,

302
detection, 229, 406
as driver of genes into populations, 99, 101, 304,

446–447, 468
female killing, 292, 302
feminization, 99, 291, 302
and genetic control of pests, 99, 468
genome project, 98–99
horizontal transfer of, 95–96, 303, 468
and male killing, 99, 291, 302–303, 305
and speciation, 97, 99, 303, 390
and thelytoky, 95, 98, 291
unidirectional incompatibility, 96

Wright’s correlation (FST), 416

X
X:A chromosome ratio, 288–289, see also Sex

determination
xanthine dehydrogenase gene, 368
X chromosome, see Chromosome
X-gal, 160
X-irradiation, 22, 445

Y
Yeast artificial chromosome (YACs), 180, 459
Yeasts, see Saccharomyces cerevisiae
Yellow fever virus, 462
Yersinia pestis, 232, 242
Y chromosomes, see Chromosome
Yolk

protein genes, 14, 82, 368
proteins, 85

Z
Zebrafish, 271
zeste gene, 368
Zinc finger proteins, 43
Zoraptera, 78, 384
Zygotic genes, 106, 287




